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Dépôt légal – Bibliothèque et Archives nationales du Québec, 2025
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Abstract : Benchmarking is essential for assessing the effectiveness of optimization algorithms. This
is especially true in derivative-free optimization, where target problems are often complex simulations
that require extensive time to evaluate. This limits the number of evaluations that can be performed,
making it critical to have a good understanding of the potential quality of various algorithms. This
paper reviews standard benchmarking methods, including convergence plots, performance profiles,
data profiles, and accuracy profiles, widely used to evaluate optimization algorithms. The primary
contribution of this work is a formal extension of these benchmarking techniques to three specific
contexts: constrained optimization, multi-objective optimization, and surrogate-based optimization.

Acknowledgements: This work was partially funded by the NSERC Discover Grants #2020–04448
and #2023–03555, and NSERC/Mitacs Alliance grant #571311–21 in collaboration with Hydro-
Québec.
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1 Introduction

Benchmarking optimization algorithms is a crucial process in evaluating their performance across

various types of problems. Key metrics used for benchmarking combine the quality of the solutions

and the effort deployed to produce them. In derivative-free optimization (DFO), the target problems

are often the result of a time-consuming simulation known as a blackbox [4]. In consequence, the

number of times that the simulation can be evaluated is limited, and the effort deployed by the

algorithm is often measured in terms of the number of calls to the simulation.

Existing benchmarking techniques have been developed to provide insights into how algorithms

perform relative to these metrics [5, 10, 14, 15, 19]. The present work recalls convergence plots, per-

formance profiles, data profiles, and accuracy profiles for benchmarking optimization algorithms. The

main contribution of this work is to formally extend these techniques to three situations: (i) constrained

optimization; (ii) multi-objective optimization; (iii) surrogate-assisted optimization.

This document is divided into three main parts. Section 2 discusses how the data necessary for

benchmarking needs to be collected and set up. Section 3 reviews existing benchmarking methods in

the context of unconstrained or bound-constrained optimization. Section 4 proposes ways to extend

these techniques to the three above-mentioned situations. In addition, some concluding remarks appear

in Section 5. The data to construct each figure is anonymized, and the open-source code available at

https://github.com/bbopt/RunnerPost. Data is designed to highlight key attributes that can arise in

practice.

2 Benchmarking setup

Consider the case where one wishes to benchmark a finite number of optimization algorithms on

problems of the form

min
x∈X

{ f(x) : c(x) ≤ 0 } (1)

where f : X → R ∪ {∞} is the objective function, c : X → Rm ∪ {∞} is the quantitative constraint

function and X ⊆ Rn is the domain of these functions. The feasible region is denoted by Ω = {x ∈
X : c(x) ≤ 0}.

In the present work, an evaluation refers to the process that takes a trial point x ∈ Rn, then

computes f(x), c(x), and determines whether x belongs to Ω or not. The present work focuses on the

case where the algorithms are DFO algorithms, so this is the only information passed to the algorithm.

In real-world applications for such algorithms, it is typically assumed that an evaluation is the most

computational expensive portion of the algorithm. As such, a good algorithm is one that achieves a

solution (of the desired accuracy) using as few evaluations as possible.

2.1 Test set and algorithms

A test problem of the form (1), is defined by its objective function and by its feasible region. A test

problem instance is defined by pairing a test problem with appropriate conditions, such as initial points

or fixing the random seeds used during simulations. A test set is a finite collection of test problem

instances. For the remainder of this document, P denotes a test set.

Let A denote the finite set of algorithms that need to be benchmarked over the test set P. Although

each algorithm needs to be applicable to every problem instance, their nature can be either different

or similar. One may decide to benchmark widely different algorithms, or can compare methods that

differ by varying some specific algorithmic parameters.

Of course, having a large test set is preferable to a smaller one, but having a test set that is

representative of the ultimate goal is crucial. For example, if the goal is to determine the best algorithm

https://github.com/bbopt/RunnerPost
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to apply to minimize road construction costs, then a small test set consisting of road construction cost

problems is preferable to a large test set that is unrelated to road design.

The collection of algorithms to be compared is denoted by A. When selecting which algorithms

to compare, it is important to keep both the ultimate goal and test set in mind. For example, if

the goal is to determine the best algorithm to apply to minimize a simulation where derivatives are

unavailable, then even if the test set allows derivatives, only DFO algorithms should be considered.

Moreover, comparing DFO algorithms to algorithms that explicitly use derivatives should be avoided.

Finally, the benchmarking process can be sensitive to the number of algorithms. It is recommended

to keep the number of algorithms very low.

2.2 Benchmarking data

In order to benchmark the algorithms of A on the test set P, we assume that all algorithms were run

on all test problem instances with a comparable stopping criteria, and that the logs were recorded.

For comparison purposes, the logs need to contain information relative to each evaluation. Each entry

of the log is associated to a trial point in Rn, and needs to contain at least three elements:

i. the evaluation number;

ii. the objective function value;

iii. an indication of if the trial point belongs to Ω or not.

If all function evaluations are recorded, then the evaluation number can be stored via the data line

number. If only function evaluations that improve either the objective function value or feasibility are

recorded, then the evaluation number must be stored directly.

The objective function value is usually a real number, but can sometimes be flagged as ∞ or NaN.

These occur, for example, when a hidden constraint [8, 17] is triggered and the evaluation failed.

A binary flag can be used to indicate if x ∈ X or not. If there are no quantitative constraint func-

tions, the feasible region Ω is X and obviously, no data regarding c(x) needs to be stored. Otherwise,

whether or not x ∈ Ω can be stored by a simple boolean value. Alternately, if g is nontrivial, then the

log entry associated to the trial point x would also contain the m values of the vector c(x), or possibly

NaN if x /∈ Ω.

The log entries may also contain additional elements, such as the numerical values of the trial point

x ∈ Rn, and/or the elapsed time since the start of the algorithm.

Most benchmarking tools presented in the sequel rely on the concept of the accuracy value.

Definition 2.1 (Accuracy value). Let xN be the best feasible point found by an optimization algo-

rithm on a problem instance after N function evaluations. The accuracy value of the algorithm at

evaluation N is

fN
acc =

f(xN )− f0

f∗ − f0
,

where f0 is the baseline objective function value, and f∗ is the best known objective function value.

Both parameters, f0 and f∗, depend on the specific problem instance but are constant across all

algorithms being compared. For algorithms that require a feasible initial point x0, the baseline value

is typically set as f0 = f(x0). In cases where algorithms do not require a starting point (such as Latin

Hypercube Sampling [24]), the baseline f0 could be defined as f0 = max{f(xηa) : a ∈ A}, where A
is the set of algorithms under comparison, and xηa is the first trial point visited by algorithm a ∈ A
that belongs to X. The value of f∗ can be chosen in different ways. For example,

a) Instance-based choice: The simplest method is to set f∗ as the best final value achieved by

any algorithm in A on the instance in question.
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b) Cross-instance choice: Alternatively, f∗ can be defined as the best value obtained across all

instances of the same problem (e.g., different starting points or random seeds).

c) Literature-based choice: If available, f∗ might be selected as the best value known in the

literature, even if it was not achieved by any algorithm in A.

By construction, the function value for f∗ when applying a) is no smaller than the function value

for f∗ when applying b), which is no smaller than the function value for f∗ when applying c).

The value fN
acc belongs to the interval [0, 1] and represents the relative improvement in quality

of the best solution found compared to the starting point after N function evaluations. A value of

fN
acc = 0 indicates no improvement beyond f0, while fN

acc = 1 means the algorithm found the best

known solution. If all algorithms fail to improve f0, and f∗ is chosen as in case i. above, this results

in division by zero errors. In such cases, the problem instance should likely be removed from the test

set and flagged as a difficult instance for these algorithms.

3 Existing benchmarking techniques

This section summarizes some existing benchmarking tools, where it is implicitly assumed that all trial

points belong to X with c(x) ≤ 0.

3.1 Convergence plots

Convergence plots are a well-established tool used to assess the performance of the optimization algo-

rithms on a single test problem instance by visualizing the progression of the objective function f(xN )

over the number of evaluations or time. Two example convergence plots are given in Figure 1.
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Figure 1: An example of convergence plots

Convergence plots are useful for evaluating both the speed and stability of convergence. They

help identify how quickly an algorithm approaches an optimal solution, providing insights into early

convergence behavior as well as performance near the optimum. Plotting convergence against elapsed

time is particularly useful when an algorithm’s computational overhead is significant compared to the

time required for function evaluations. For example, Figure 1 suggests that Algo 1 is not competitive

when plotting in terms of number of evaluations, but performs very well with respect to time.

These plots, as well as all the ones proposed in this document need to be plotted as monotone

staircase functions.
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3.2 Accuracy profiles

Accuracy profiles also focus on quality of solution, but instead of working with a single problem

instance, aim to summarize quality of solution over the entire test set [5]. These profiles evaluate the

final precision attained by the algorithm, making them particularly useful when robustness in achieving

high-precision solutions is the main criterion.

Denote the total number of function evaluations used by Algorithm a ∈ A on instance p ∈ P by

Ntot
a,p . The final solution’s accuracy value (Definition 2.1) is then f

Ntot
a,p

acc . The negative of the base 10

logarithm of 1 − f
Ntot

a,p
acc gives an indication of the number of correct decimals of the accuracy value

(where − log10(0) is interpreted as ∞). Indeed, if d ≥ 0, then

− log10

(
1− f

Ntot
a,p

acc

)
≥ d ⇔ f

Ntot
a,p

acc ≥ 1− 10−d.

The accuracy profiles are now functions of a variable d, called the relative accuracy, that will be

compared to the negative of the logarithm.

Definition 3.1 (Accuracy Profile). The accuracy profile of Algorithm a ∈ A on the test set P is defined

as the function ra : [0,∞) → [0, 1] via

ra(d) =
1

|P|

∣∣∣{p ∈ P : − log10

(
1− f

Ntot
a,p

acc

)
≥ d

}∣∣∣ ,
where − log10(0) is interpreted as ∞.

To compare the algorithms, the accuracy profiles are plotted on the same graph for all algorithms

(see Figure 2).
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Figure 2: An example of an accuracy profile plot

The x-axis of an accuracy profile plot begins at 0 and should be plotted to no further than ma-

chine/software precision (typically d = 16). The y-axis of ranges from 0 to 1. All algorithms should

begin at ra(0) = 1, as d = 0 represents no improvement over starting conditions. Like convergence

plots, accuracy profiles are all piecewise constant nonincreasing functions. Curves that are consistently

higher correspond to algorithms that consistently produce better results.

In Figure 2, Algo 1 solves 85% of problem instances with 16 digits of accuracy, while Algo 2

only solves 40% of the instances with 10 digits of accuracy.
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3.3 Performance profiles

The introduction of performance profiles by Dolan and Moré [10] represents a significant development

in the benchmarking of optimization algorithms. Shifting the focus away from accuracy, performance

profiles are cumulative graphs that quantify the efficiency (speed of convergence) and robustness (por-

tion of problems solved).

To define performance profiles, the user first selects a tolerance parameter τ ∈ [0, 1). Using this

value, for each pair a ∈ A and p ∈ P, the Boolean variable

Ta,p =

{
1 if fN

acc ≥ 1− τ for some N,
0 otherwise

is introduced. Algorithm a ∈ A is said to τ -solve problem instance p ∈ P when Ta,p = 1. Successfully

τ -solving a problem instance implies that the algorithm found a solution that improved the objective

function to a point such that f(xNa,p) ≤ f(x∗) + τ(f(x0)− f(x∗)). If τ = 0, then τ -solving a problem

instance implies that a solution was found whose objective function value equals f∗.

If Algorithm a τ -solves problem instance p, let Na,p denote the smallest integer such that f
Na,p
acc ≥

1− τ ; otherwise set Na,p = ∞. Next define

ra,p =


Na,p

min {Nã,p : ã ∈ A, Tã,p = 1}
if Ta,p = 1,

∞, if Ta,p = 0.

Notice that an Algorithm a that τ -solves problem instance p with the least number of function evalua-

tions has the value ra,p = 1. In DFO, since the number of function evaluations is integer, it is possible

for multiple algorithms to have ra,p = 1 on some problems. All other algorithms will have a value

of ra,p strictly greater than 1. For example, if ra,p = 2, then Algorithm a τ -solved problem instance

p using exactly twice as many function evaluations as the algorithm that solved it with the fewest

evaluations. Any algorithm that fails to τ -solve the problem will have ra,p = ∞.

The performance profile definition can now be stated.

Definition 3.2 (Performance Profile). For a given tolerance τ > 0, the performance profile of Algorithm

a ∈ A on the test set P is defined as the function ρa : [1,∞) → [0, 1] via

ρa(α) =
1

|P|
∣∣{p ∈ P : ra,p ≤ α}

∣∣.
In other words, ρa(α) is the portion of problem instances that Algorithm a τ -solved within a ratio

of α function evaluations of the best solver for the respective instance. To compare the algorithms, the

performance profiles are plotted on the same graph for all algorithms (see Figure 3). In DFO, typical

values for τ are 10−1, 10−3, or 10−6. Ideally, multiple values for τ should be considered.

The x-axis of a performance profile plot begins at α = 1 and should extend to the point ᾱ > 1 such

that all profiles become constant functions (i.e., ρa(α) = ρa(ᾱ) for all α ≥ ᾱ, a ∈ A). The y-axis ranges

from 0 to 1. Like accuracy profiles, curves that are consistently higher correspond to algorithms that

consistently produce better results. In contrast to accuracy profiles, performance profiles are piecewise

constant nondecreasing functions. The maximum value of a performance profile represents the portion

of problems that the algorithm τ -solved.

In Figure 3, the Algo 1 curve is always above that of Algo 2, so would likely be deemed the most

successful method. For τ = 1%, Algo 1 is the fastest to τ -solves 82% of the problem instances. Algo

2 is the fastest on 20% of the instances. It follows that both algorithms τ -solve 2% of the instances

using the same number of evaluations (since 82% + 20% exceeds one by 2%). The plot on the right

suggests that the ratio α becomes quite high before the profile for Algo 2 stabilizes.



Les Cahiers du GERAD G–2025–36 6

20 21 22 23 24 25 26 27 28
0

0.2

0.4

0.6

0.8

1

Ratio of function evaluations α

P
o
rt

io
n

of
τ
-s

ol
ve

d
in

st
a
n
ce

s
ρ
a
(α

)
Performance profiles τ = 1 %

Algo 1

Algo 2

20 21 22 23 24 25 26 27 28
0

0.2

0.4

0.6

0.8

1

Ratio of function evaluations α

P
o
rt

io
n

of
τ
-s

ol
ve

d
in

st
a
n
ce

s
ρ
a
(α

)

Performance profiles τ = 0.01%

Algo 1

Algo 2

Figure 3: An example of performance profile plots

Since performance profiles visualize algorithms’ effectiveness relative to the other algorithms, they

are subject to the switching phenomenon [13]. In particular, adding or removing an algorithm from A
can change the relative ranking of other algorithms. The switching phenomenon does not appear in

data profiles, presented next.

3.4 Data profiles

Building on the concept of performance profiles, Moré and Wild [19] introduced data profiles, which

extend the benchmarking framework by focusing on the computational effort required to achieve a given

precision. While performance profiles emphasize efficiency relative to other algorithms, data profiles

capture the trade-off between computational effort (such as the number of function evaluations) and

the accuracy of the solution.

The information used to create data profiles is similar to the information for performance profiles,

but (for DFO) also requires the dimension of problem instance p ∈ P , denoted by np.
1

Definition 3.3 (Data Profile). For a given tolerance τ > 0, the data profile of Algorithm a ∈ A on the
test set P is defined as the function da : N → [0, 1] via

da(k) =
1

|P|
∣∣ {p ∈ P : Na,p ≤ k (np + 1)Ta,p}

∣∣.
The value da(k) is the portion of problem instances that Algorithm a ∈ A τ -solved within k groups

of np + 1 function evaluations. To compare the algorithms, the data profiles are plotted on the same

graph for all algorithms, as shown in Figure 4. Similar to performance profiles, multiple values for τ

should be considered.

The x-axis of a data profile plot begins at k = 0, where da(0) = 0 for all algorithms a ∈ A.

The x-axis should be extended to the point where all profiles become constant functions. The y-axis

ranges from 0 to 1. Like performance profiles, data profiles are piecewise constant nondecreasing

functions and profiles that are consistently higher correspond to algorithms that consistently produce

better results. And, the maximum value of a data profile represents the portion of problems that the

algorithm τ -solved.

1The scaling by (np + 1) in the definition of da is based on the DFO concept of a gradient approximation requiring
(np + 1) function evaluations [9, 19, 21], making a natural link between iteration complexity and dimension.
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Figure 4: An example of data profile plots

In the left plot of Figure 4, the Algo 1 curve is above that of Algo 2. However, in the right

plot with a smaller value of τ , Algo 2 outperforms Algo 1 when k exceeds 50. This illustrates the

importance of visualizing multiple values for τ .

4 Extensions

As mentioned, existing benchmarking techniques implicitly assume that there is no special effort re-

quired to acquire feasible points. In addition, the existing techniques focus on single-objective optimiza-

tion and do not consider the possibility of surrogate functions that could be used in the optimization

algorithms. Section 4.1 proposes ways to compare such problems when the initial point is infeasible.

Section 4.2 proposes ways to benchmark DFO algorithms that are intended for multi-objective prob-

lems. Section 4.3 discusses ways to benchmark DFO algorithms that take advantage of a surrogate

optimization problem to generate and order trial points.

4.1 Benchmarking constrained optimization algorithms

This section shows one way to adapt the above benchmarking algorithms for constrained optimization

problems that allow for infeasible initial points.

On a given problem instance, define ηa to be the number of blackbox evaluations required by

algorithm a ∈ A to generate a feasible solution. Observe that ηa = 0 when the starting point x0 is

feasible, and ηa = ∞ when the algorithm fails to produce a feasible solution.

Convergence plots can be generalized by making use of the constraint violation function. The

constraint violation function, h : Rn → R∪{∞}, was introduced in the context of filter algorithms [11,

12], and is defined as

h(x) =


∑
j∈J

(max{gj(x), 0})2 if x ∈ Ω,

∞ otherwise,

where g and Ω are defined in Problem (1), and J = {1, 2, . . . ,m} are the indices of the quantifiable

constraints [17].

To adjust convergence plots to this style of algorithm, on the left part of the figure, plot the

constraint violation function value h in terms of the number of evaluations, from 0 to ηa, and on

the right side, plot the best feasible objective function value f in terms of the number of evaluations
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starting at ηa. An example appears in Figure 5. Algo 1 is the fastest to produce a feasible solution,

and once that it did, it rapidly finds a feasible solution with an objective function value close to 4.4.

Algo 2 uses approximately 250 evaluations to reach feasibility, and struggles to find a good solution.
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Figure 5: An example of a convergence plot for algorithms that allow infeasible initial points

The other profiles rely on the accuracy value, which depends on f0 and f∗. There are no issues

with selecting f∗ as methods (a), (b), and (c), on page 3, are still sound. But in the situation where

x0 is infeasible, it does not make sense to use f0 = f(x0) because that value might not be an upper

bound for f∗. Different approaches for defining f0 can be used, with the most important aspect being

that all algorithms and test problem instances are treated equally. One approach for benchmarking

constrained optimization algorithms would be define it as

f0 = min {f(xηa) : a ∈ A, ηa < ∞}.

Another approach defines it as

f0 = max {f(xηa) : a ∈ A, ηa < ∞}.

Using the max has the advantage of ensuring that all accuracy function values fN
acc are in [0, 1], but

has the drawback of systematically generating accuracy values close to 1 when the first feasible point

generated by an algorithm has a very high objective function value.

Figure 6 illustrates two accuracy profile plots, constructed using the same data, but using these two

different methods for selecting f0. Observe that both profiles suggest the same conclusion: (Algo 1

is preferable to Algo 2). The choice of f0 only causes minor changes to the profiles.
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Figure 6: Two examples of accuracy profile plots for algorithms that allow infeasible initial points:f0 = min {f(xηa ) : a ∈
A, ηa < ∞} (left); f0 = max {f(xηa ) : a ∈ A, ηa < ∞} (right)

4.2 Benchmarking multi-objective optimization algorithms

In certain modeling situations, it is desirable to optimize more than one objective. This creates a

multi-objective optimization problem [18] of the form

min
x∈Ω

F (x) (2)

where Ω ⊆ Rn is the feasible region and F (x) =
(
f (1)(x), . . . , f (η)(x)

)
is composed of the η ≥ 2

objective functions f (i) : Rn → R ∪ {∞} for i ∈ {1, 2, . . . , η}.

Typically, there does not exist a single vector x ∈ Ω that simultaneously optimizes all objectives.

Therefore, the solution to the multi-objective problem is composed of a set of tradeoff points, chosen

based on the Pareto dominance criterion [25], which is used to compare two decision vectors u ∈ Ω

and v ∈ Ω. A vector u ∈ Ω is said to dominate another vector v ∈ Ω (denoted u ≻ v) if the values

of all objective functions evaluated at u are less than or equal to those at v, with at least one of the

inequalities being strict.

The set of non-dominated points forms the solution set of the multi-objective problem, known as

the Pareto set denoted by ΩP . Its image in Rη under the mapping F is called the Pareto front and is

denoted by FP = F (ΩP) ⊆ Rη.

There are many indicators to quantify the quality of Pareto front approximations [3, 20]. One of the

most popular is the hypervolume indicator (called the area measure when two objectives are considered,

and volume indicator when three objectives are considered), and requires the following definitions. Let

Ω̃A be the set of non-dominated points of ∪a∈AΩ̃a, where Ω̃a is the Pareto set approximation produced

by algorithm a ∈ A. The ideal and nadir points are the vectors in Rη given by

I =
(
I(1), . . . , I(η)

)
=

(
min
x∈Ω̃A

f (1)(x), . . . , min
x∈Ω̃A

f (η)(x)

)
∈ Rη

and N =
(
N (1), . . . ,N (η)

)
=

(
max
x∈Ω̃A

f (1)(x), . . . , max
x∈Ω̃A

f (η)(x)

)
∈ Rη.

The hyperrectangle R = [I, N ] ⊂ Rη contains the Pareto front approximation F (Ω̃A).

For a given Pareto front approximation, the hypervolume indicator computes the hypervolume of

the dominated zone within the rectangle R, and divides it by the area of R. An algorithm whose score

is the larger would be considered to have provided the better Pareto front approximation.
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Definition 4.1. For algorithm a ∈ A, ideal point I, and nadir point N , the hypervolume indicator of

the Pareto front approximation F̃ a
P is

sa =
1

V

∫∫
R

ιF (u)du

where

R = [I, N ], V = vol(R) =

N∏
i=1

(
N (i) − I(i)

)
and

ιF (u) =

{
1 there exists v ∈ F̃ a

P such that u ≻ v
0 otherwise.

In Definition 4.1, V is the hypervolume of R and the multivariate integral
∫∫

R
ιF (u)du computes

the hypervolume of the dominated region within R. Thus sa is the portion of R that is dominated by

the Pareto front approximation.

In the case where exactly two objectives are considered, and the Pareto set approximation Ωa
P is

finite, let {x1
a, . . . , x

m
a } be the subset of Ωa

P whose image by F is included in R, ordered by increasing

values of f (1). The integral in Definition 4.1 can be computed via∫∫
Ω

ιF (u)du =

m∑
i=1

sia with sia =

{ (
f (1)(xi+1

a )− f (1)(xi
a)
) (

N (2)− f (2)(xi
a)
)

if i < m(
N (1)− f (1)(xm

a )
) (

N (2)− f (2)(xm
a )

)
if i = m.

If three or more objectives are considered, or the Pareto front is infinite, the hypervolume indicator

can be quite difficult to compute [22].

For benchmarking purposes, the ideal and nadir points used to construct the area measure for a

specific test instance have a fundamental impact on the computed hypervolume indicator. As such, it

is critical to determine these points in a fair and consistent manner. If a theoretical true solution exists,

then the ideal and nadir points can be extracted from that solution. Otherwise, the ideal and nadir

points can be approximated using the union of all Pareto front approximations over all algorithms,

F̃P =
⋃
a∈A

F̃ a
P .

In order to benchmark multi-objective algorithms, one can redefine the accuracy function from

Definition 2.1. First, for each problem instance, select the representative ideal and nadir points I
and N . Let s∗ be the hypervolume indicator of the Pareto front of F̃P and s0 be the hypervolume

indicator of the initial Pareto front approximation. The optimal Pareto used to compute s∗ should be

the same as that used to compute the ideal and nadir points. The Pareto front used to compute s0 could

consist of a single point, or a collection of starting points generated through some initial sampling. In

any case, all algorithms should be given the same initial point(s), so s0 should be well-defined. It is

possible that s0 = 0, in the event that the images of the initial points are outside of the rectangle R.

Let sa(x
N ) be the hypervolume indicator of the Pareto Front approximation corresponding to the

N th function evaluation of algorithm a ∈ A. The accuracy function from Definition 2.1 can now be

redefined as

sNacc =
sa(x

N )− s0

s∗ − s0
.

Figure 7 presents two example performance profiles plots using this technique, with the same value

of τ . The plot on the left compares three algorithms. For α close to one, Algo 1 dominates the

two other algorithms, as it τ -solved more than 50% of the instances the fastest. The performances of

the two other algorithms is difficult to distinguish. The plot on the right only compares Algo 2 and
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Algo 3. Now that Algo 1 is absent, the figure reveals that Algo 2 clearly dominates Algo 3 for

low values of α, as it was the fastest to τ -solve two thirds of the instances. For large values of α, the

relative performance of the algorithms is not significantly different in both figures. However, notice

the range of the ratio in both figures: 40 versus 12. The difference is due to the fact that Algo 1 is

very quick to τ -solve instances.
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Figure 7: Two examples of performance profile plots for multi-objective optimization algorithms:(left) three algorithms ;
(right) two algorithms

4.3 Benchmarking surrogate-assisted optimization algorithms

Surrogate-based optimization assumes the existence of surrogate functions; i.e., cheaper-to-evaluate

functions that can be used as approximations for the true objective and/or constraint functions [6,

23, 16]. These surrogates can be static simplifications or dynamic models built through regression,

interpolation, Krieging or Bayesian approximations based on previously evaluated points. Some meth-

ods also incorporate feasibility prediction models and adaptive strategies to improve accuracy and

robustness in constrained optimization problems. By evaluating these surrogates, promising candidate

points for the true Problem (1) can be identified. This section shows how to adapt benchmarking tools

to account for the use of surrogates.

Convergence plots and accuracy profiles should be constructed using only the evaluations of the

true problem since they do not consider the effort deployed by the algorithm. However, performance

and data profiles represent the proportion of τ -solved problem instances in terms of a measure of the

effort deployed.

Dynamic surrogates, such as Gaussian or quadratic models, are generally much quicker to evaluate

than the true blackbox problems. However, the cost of repeatedly building these dynamic surrogates

can be time-consuming. One way to adapt the profiles is to plot the proportion of τ -solved problem

instances in terms of computational time instead of in terms of groups of np + 1 evaluations. For

performance profiles, this is the relative computational time compared to the champion method, while

for data profiles, it would be in terms of elapsed time. The latter naturally depends on the instance

sizes and is more appropriate when comparing instances of the same problem (using various starting

points and/or random seeds).

Adjusting performance and data profiles to account for the use of time-consuming static surrogate

problems involves redefining how function calls are counted. This can be formalized as follows:
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Let us pause the deployment of an algorithm on a problem instance, and define

• Nt as the current number of evaluations of the true blackbox;

• Ns as the current number of evaluations of the surrogate;

• w ∈ [0, 1) as a user-defined weight factor reflecting the relative cost of surrogate evaluations

compared to true evaluations.

The effective number of evaluations, N , is then defined as a weighted sum of the true and surrogate

evaluations:

N = Nt + wNs.

In this formula, w should be selected to accurately represent the ratio of effort it takes to compute the

surrogate function(s) versus the effort it takes to compute the true function(s). By using the value N to

compute the accuracy value in Definition 2.1 (instead of Nt), profiles are created that more accurately

reflect the computational effort by considering both types of evaluations; thereby accounting for the

surrogate’s contributions to the optimization process while maintaining a consistent framework for

comparing different optimization strategies.

Figure 8 presents two examples of data profiles using this technique. The left one shows a situation

in which the surrogate is instantaneous to evaluate (w = 0), while the right shows the effect of setting

w = 1
10 (representing that the surrogate function is 10 times cheaper to evaluate than the true function).

Both plots are generated using the same evaluation budget. As a consequence, the profiles with w = 1
10

exhaust the evaluation budget and produce inferior quality solutions. The profile for Algo 1 increases

more rapidly when the cost of the surrogate is null. Careful inspection of the figure reveals that, the

curve for Algo 1 reaches its maximal value of 0.56 at approximately 800 groups of np +1 evaluations

when w = 0, and only attains 0.52 near 1100 groups of n+ 1 evaluations when w = 1
10 .
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Figure 8: Two examples of data profile plots for surrogate-based optimization algorithms:(left) w = 0; (right) w = 1
10

There are situations in which the above strategy to compensate the cost of a surrogate is not

appropriate. For example, situations arise when there is not one, but there are a collection of surrogate

problems. In this case, the approach is easily extended by applying additional weight parameters. If

the surrogate involves controlling how many repetitions are used within some form of Monte Carlo

simulation (as seen in [1, 2, 7]), then N can be set as the number of repetitions.
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5 Discussion

This paper provides a comprehensive review and extension of benchmarking techniques for DFO algo-

rithms, focusing on three specific contexts: constrained optimization, multi-objective optimization, and

surrogate-assisted optimization. Established tools such as convergence plots, accuracy profiles, per-

formance profiles, and data profiles, were adapted to address the challenges present in these specific

contexts.

For constrained optimization, we introduced adaptations that handle infeasible initial points and

hidden constraints, emphasizing consistency in defining baseline and best-known solutions. For multi-

objective optimization, we use a measure to quantify the quality of Pareto front approximations. For

surrogate-assisted optimization, we highlighted the importance of accounting for all evaluation costs.

The methods presented in this paper aim to standardize and elevate the benchmarking process,

ensuring that algorithmic comparisons are fair, insightful, and aligned with practical optimization

needs. We comment that the techniques can be easily combined to deal with situations like multi-

objective surrogate-based optimization. We hope that these contributions will serve as a foundation

for continued advancements in optimization algorithm research.

Appendix: Software availability and usage

In order to facilitate the use of the techniques herein, software can be found at https://github.com/

bbopt/RunnerPost.

The RunnerPost software repository primarily consists of C++ code, supplemented by Python.

The code is designed for high-performance computational tasks, utilizing C++ for core processing and

an optional Python interface for scripting and automation. CMake is used for building the project,

and Cython facilitates the integration between C++ and Python. The code supports both Python

and command-line interfaces. The code performs post-processing and profiling of optimization results

provided as text files and returns post-processed text files that support LaTeX for producing PDF

files. All profile plots in this paper have been generated by RunnerPost.

Documentation on installation and utilization of the code are described in the repository’s

README file. The project is licensed under the MIT License. We welcome suggestions and con-

tributions that improve the project.
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