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Abstract : In this paper, a mixed integer nonlinear model for the short-term hydropower optimization
problem considering operational constraints such as demand and startup costs, is presented. The
complexity of the problem is reduced by using maximum energy output rather than working with
individual turbines or turbine combinations. In order to solve the model, three methods are proposed:
method A, a binary genetic algorithm; method B, an iterative heuristic method; and method C, using
the iterative heuristic method in the genetic algorithm. Based on computational results in a case
study, method B converges to a solution very quickly and with few iterations, whereas methods A and
C perform more efficiently. A comparison between methods A and C' indicates that method C not
only reduces the computational burden for convergence but also yields better results. The proposed
methods are evaluated by comparing them with optimal solutions for the mixed integer nonlinear
model. Results indicate that the proposed methods are highly effective in achieving favorable results.

Keywords: Short-term hydropower optimization, nonlinear programming, genetic algorithm, heuristic
algorithm, meta-heuristic algorithm
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Notation

te{1,2,3,..,T}
ce{1,2,3,....C}
j € {1721377Jtc}
re{l,2,3,..,r°}

Index of planning periods.

Index of hydropower plants.

Index of the number of active turbines in plant c at period t.
Index of hydropower plants upstream of plant c.

q¢  Water discharge at plant ¢ and period t (m3/s).
v¢  Reservoir volume of plant ¢ at period t. (Mm?3/h)
e®  Penalty factor for the start-up of the turbines for plant c.
At The volume of demand in period t € T'.
A¢{  Number of turbines turned on at period t and plant c.
a  Non-coverage of the demand penalty factor.
B Oversupply reward factor.
L;  Supply shortage at period t (MW).
Uy  Oversupply of energy in period t (MW).
§: Inflow in period t € T (Mm?).
¢ Conversion factor from (m?/s) to (Mm3/h).
g¢  Water spillage at plant ¢ and period t (m?/s).
. 1 if surface j is chosen at period t for plant c.
Fie 0 otherwise.
X?,t Power production function for surface j at period t and plant ¢ (MW).
wy  Duration of period t (h).
¢S, Minimum water discharge at plant ¢ (m3/s).
GSar  Maximum water discharge at plant ¢ (m?2/s).

c
man
c

Minimal volume of plant ¢ reservoir (Mm3).

v Maximum volume of plant ¢ reservoir (Mm?).

max

1 Introduction

Hydropower is one of the most significant renewable energy sources for producing electrical energy in
the world and plays a decisive role in meeting global energy requirements [1]. Electricity producers
alm to maximize revenue or minimize costs. However, the efficient management of hydropower systems
presents intricate challenges due to the complexity of the system. Therefore, hydropower optimiza-
tion processes are categorized into long-term, mid-term, and short-term problems [2, 3]. Long-term
scheduling is typically based on stochastic models with uncertain variables for maximizing future pro-
duction potential [4]. In general, mid-term models have a one-year horizon and are used to manage
the reservoir trajectories [4, 5]. Short-term hydropower models have planning times between one day
and one week, considering operational constraints in order to determine the optimal daily production
strategy. This planning mainly involves daily physical operations and is usually solved as a determin-
istic problem [3], although stochastic models have proven to be useful when there is variability in the
inflows [6].

In view of the multi-dimensional relationships between variables such as water discharge, reservoir
volume, and turbine efficiency, short-term hydropower production planning is naturally a nonlinear
problem. The status (on/off) of turbines is determined by binary variables, so integer programming
must be used. Since it is difficult to work with nonlinear models with binary variables, either the
production functions are linearized or the head effect is neglected [7]. The nonlinearity and non-
convexity of this problem, as well as the large dimensions of the problem, including a large number
of decision variables, integer variables, and operational limitations, have made handling this system
very challenging. Therefore, classical algorithms are not always sufficient to solve this problem, and
other powerful methods are required [2, 8]. Various exact methods have been developed to optimize
the hydropower problem, such as Linear Programming (LP) [9], Mixed Integer linear Programming
(MILP) [5, 10], Mixed Integer Nonlinear Programming (MINLP) [11], Lagrangian Relaxation (LR) [12]
and Dynamic Programming (DP) [13]. These algorithms can provide good results depending on the
problem conditions, but they each have their own limitations. The optimal global solution can be
obtained by linearizing the objective function and constraints in the LP model [14]. MILP has a high
computational cost, especially if there are many turbines involved. Lagrange multipliers are difficult to
find in LR, although it is a fast method. DP can handle the nonlinearity of the problem, but it suffers



from the “curse of dimensions” as the dimensions of the problem increase [15]. Generally, the nonlin-
ear effect is neglected or linearized due to the difficulty of working with nonlinear models, especially
with integer variables [7]. A two-phase model is presented in [11], which provides another way to deal
with integer variables and nonlinear aspects of the hydropower problem. The power output, water
discharge, reservoir volume, and the number of active turbines are determined using a MINLP in the
first phase, the loading problem. In the second phase, the start-up costs are penalized based on the
unit commitment problem. In order to use this model, the unimodularity conditions in [16] must be
satisfied. Meta-heuristic algorithms can improve performance in complex problems and in large hydro
systems [17]. Thus, Ant Colony (AC) [18], Particle Swarm Optimization (PSO) [19], Simulated An-
nealing (SA) [20], and Artificial Bee Colony (ABC) [21] algorithms are used to optimize the hydropower
problem. Additionally, hybrid algorithms such as [22, 23, 24] have been used to improve the perfor-
mance and efficiency of meta-heuristic methods. Compared to classical methods, meta-heuristics and
hybrid algorithms have higher flexibility in dealing with the complexity and limitations of the problem
and can reach high-quality results at the right time. In a hybrid algorithm, the advantages of each
algorithm are combined to improve the search space for the problem and speed up the convergence
process.

The Genetic Algorithm (GA) is one of the most widely used algorithms based on population.
It is inspired by natural selection mechanisms and has fast convergence and the ability to create
a variety of solutions and search for the optimal result [25, 26]. Genetic algorithms are used for
complex and nonlinear optimization of hydropower reservoir systems and multi-reservoirs in [27, 28, 29]
and unit commitment problems [30]. The implementation of such a genetic algorithm is usually
straightforward, and it can be easily hybridized with other optimization methods [25]. In [31], a
hybrid Chaos optimization algorithm is used to improve GA performance and increase convergence
speed. Using a hybrid algorithm of genetic algorithms and cellular automation to optimize reservoir
operation problems, [32] demonstrates that the proposed algorithm is superior to genetic algorithms
in achieving better results. Furthermore, modified genetic algorithms that increase the efficiency and
speed of convergence of the algorithm have been developed for the hydropower optimization problem,
including [33, 34, 35].

This paper presents a mixed integer nonlinear mathematical formulation of the short-term hy-
dropower problem. Instead of linearization and discretization and to consider the nonlinearity effect
of the problem and reduce the states of decision variables, the maximum energy output surface of the
water discharge and volume of the reservoir for each turbine combination are used. In this model,
demand, operational constraints and start-up costs are considered and the existence of integer vari-
ables increases the problem complexity. The exact solution to this problem presents many challenges,
and is often impossible in most cases; therefore, we propose three solution methods. All presented
methods are based on the principle of reducing the complexity of a problem by handling binary vari-
ables. Therefore, in method A, the binary genetic algorithm is employed to solve the model since
GA has a high degree of efficiency despite its ease of implementation and can be easily hybridized
with other algorithms. In method B, an iterative heuristic method is employed to solve the problem
and determine the number of active turbines. The iterative heuristic method is applied to the GA in
method C.

The paper is organized as follows. Section 2 presents a mixed integer nonlinear hydropower model
that considers start-up costs and demand constraints and aims to maximize revenue. Section 3.1
presents the genetic algorithm, in Section 3.2, we introduce the iterative heuristic method, and in
Section 3.3, we apply the iterative heuristic method to the MINLP. The results and method evaluation
are discussed in Section 4, and the conclusion is presented in Section 5.



2 The short-term hydro-power problem

The purpose of the short-term hydropower optimization problem is to maximize revenue or energy
generation within a time frame ranging from one day to one week. Various factors are discussed in
this section regarding the short-term hydropower problem. The parameters in the power production
function for a single turbine are gravitational acceleration g in m/s2, the efficiency of the turbine 7,
water discharge q in m?/s, the net water head h in m, which depend on the total water discharge Q
(sum of water discharge and spillage) and volume of the reservoir v in (m3). Additionally, pg is the
density of water (kg/m?) [36]. Power output (W), in a single turbine is given as

p(q,h) = g*n(q) * ¢ * h(Q,v) * pa, (1)

The net water head is calculated by a function as shown in Equation (2).

W@, v) = fb(v) = t(Q) — pl(Q; 9), (2)

where fb is the forebay elevation of the reservoir(m), ¢l is the tailrace elevation of the reservoir (m), and
pl is the penstock losses of the unit (m). Turbine efficiency specifically affects power production, and
since each turbine has its own efficiency, the turbines produce different energy in the same conditions
in terms of water head and water discharge. The binary variables are used to determine the active
turbine in the problem’s formulation, and the turbines can be active simultaneously, so there are
different combinations for the number of active turbines. For example, all combinations for 4 turbines
are shown in Table 1.

Table 1: All combination of four turbines

1 active turbines 2 active turbines 3 active turbines 4 active turbines

1-2 12-23-34-13-32 123-124 1234
3-4 24-14-31-21 134-234

Many turbine combinations and integer variables increase the complexity of the problem. As
shown in [11], instead of working with the turbine, the maximum energy output surface can be used
for each number of active turbines. On this surface, the maximum power production is obtained
by considering the reservoir volume and the water discharge for each number of active turbines, so
the nonlinear factors are also considered in the model. Instead of 18 combinations for 4 turbines, 4
maximum energy surfaces are used. Besides determining the number of active turbines, other important
concepts can be considered, including start-up, and coverage of demand. A large number of startups
increase maintenance costs and reduce the turbine life cycle, so the startup costs can be considered as
another variable. The mathematical formulation of the short-term hydropower optimization problem is
presented in this section. The purpose of the MINLP is to maximize revenue. The MINLP is given by:

max 375757 oy s xG (g8, 08) % 2y x 1+ S (B x e x Uy —ax oy x L) = S0 S e x AL (3)

ceCteT jeJ teT ceCteT
subject to:
Vi =vf = Cxwe X (gf +gf) + xS+ Y Cxw x (g +gf), VEeT,ceC, (4)
reR
> #,=1, VteT,ceC, (5)
jeJ
SN N OXSulas o)) x 25y x = A =Up— Ly,  VteT, (6)
ceCteT jeJ

AY =ji X 25, — Jiq1 X 2541, VieJceCteT\ {1}, (7)



V] = Vinitials Vee O, (8)

VP 2 Vinals Ve e C, (9)

Tin < 4 < Gaey  VEET,c€C, (10)
Vpin < v < Up oo VteT,ceC, (11)
vy >0,q; >0, VteT,ceC, (12)
25, € B, VieT,je J,ceC. (13)

The objective function in Equation (3) includes four parts. The first is power production at each
selected number of active turbines and at each hour, which is multiplied by prices. Since the energy
produced must cover the committed demand, in the second part of the objective function, the excess
supply, Uy, is rewarded and the non-supply of demand, Ly, is penalized at each hour. 3 is the reward
factor for oversupply, and « is the penalty factor for an undersupply of demand. Instead of working
with all combinations of turbines, the maximum output surface is used, which reduces complexity and
speeds up the solving process. In this method, it is not possible to determine exactly which turbine is
working, but the minimum start-up costs can be considered. Suppose that at hour ¢, the number of
active turbines is 3 and at hour ¢ 4+ 1 the number of active turbines is 4, so we know that at least one
turbine has been turned on. Therefore, by considering the average start-up costs, €°, and the number
of activated turbines at hour ¢, Af the minimum start-up is penalized in the third part. The reservoir
balance constraints are in Equation (4), and described by Equation (5) limit the model to choose
only one active turbine combination per hour ¢. Shown in Equation (6) is the imbalance between
demand volume and energy production. Equation (7) shows the number of turbines turned on per
hour which is achieved by switching between maximum energy output surfaces. Equation (8) specifies
initial volumes. The objective function penalizes the lack of energy production if it is less than the
demand. Bounds on the variables are given in Equation (10)—(11). Finally, Equation (12) imposes
nonnegativity and Equation (13) defines binary variables.

3 Methodolgy

As mentioned to solve the presented model, a solution should be provided that considers demand
constraints and start-up costs by keeping the formulation with combinations of turbines. Therefore,
three methods including the binary genetic algorithm, the iterative heuristic method and using the
iterative heuristic method in the genetic algorithm are introduced to solve this problem in this section.

3.1 Binary genetic algorithm (Method A)

Genetics and natural selection are the inspiration for the genetic algorithm [37]. Genetic algorithms
are well-known algorithms that have been used in various optimization problems. Various operators
are used to create a population, so the algorithm searches the problem space efficiently, and it can
also be combined with other algorithms [25]. In this method, randomized operators such as selection,

crossover, and mutation are used, and it is generally divided into two groups: binary GA and real
GA [29].

Due to the difficulty in solving the MINLP, the binary GA is used to determine the number of
active turbines at each hour of the planning horizon. By using the maximum output surface, there is
no need to check all the combinations of the turbines, reducing the search space and increasing the
speed of the algorithm. As shown in Figure 1, the number of active turbines is determined randomly
by considering the condition that only one of the maximum energy surfaces can be selected at each
hour of the planning horizon. Afterwards, the number of active turbines, the integer variable, is fixed,
and the nonlinear short-term hydropower problem is solved. Thus, all the equations presented in
section 77 are taken into account, but instead of the integer variable z7,, the parameter zf;, .4, 18
fixed, and the nonlinear model is solved. In this method, since integer variables are fixed, a nonlinear



model can solve the short-term hydropower problem continuously and quickly, and there is no need to
estimate or assign fitness values to other variables. After evaluating the initial population, the parents’
chromosomes are randomly selected, and the crossover operation is performed on the number of active
turbines. For crossover, hybrid operators such as one-point, two-point, and uniform are used, and then
the results are evaluated. In the next step, the mutation is done using a suitable strategy, single-point
and multi-point mutation. As in the previous steps, the nonlinear model is continuously solved by
fixing the number of turbines, and its results are evaluated. Based on the best result from the previous
step, the population is updated, and this process continues until convergence conditions are met. It is
considered the termination criterion of an algorithm if the objective function of NLP does not change
after a number of successive iterations. In this method, instead of working with individual turbines,
a combination of turbines is employed, which reduces the number of binary states and the number
of iterations required to reach a solution. It is possible to obtain the objective function value and
other variables by solving the nonlinear problem in each iteration by using the combination of genetic
algorithms in the exact solution method.

The MINLP short-term hydropower problem can be simplified by using the maximum energy output
surface instead of working with all possible combinations of turbines, by fixing the integer variable,
and by using GA to determine the number of active turbines. In the genetic algorithm, a systematic
structure and iterations are employed to determine the number of active turbines per hour.

3.2 lterative heuristic method (Method B)

The genetic algorithm works randomly to determine the number of active turbines, and its results
improve with some iterations. The purpose of this method is to determine the number of active
turbines using a rule rather than random processes and to solve the hydropower problem more quickly
and with fewer iterations than method A. As shown in Figure 2, the process starts with an initial
estimate of the number of turbines, and like in Sections 3.1, the integer variable is fixed, and the
nonlinear continuous model is solved. The number of turbines is updated according to the result and
the heuristic method, which is explained in the following text.

The output of the model, the reservoir volume, water discharge, and power generated at each hour,
can be obtained after solving the nonlinear problem as shown in box 4 of Figure 2. The next step is to
determine whether the change in the active turbines every hour increases the objective function’s value.
Therefore, the output obtained from the initial guess is used as an input to the maximum energy output
surface equations. The number of active turbines is altered if there is a number of active turbines that
provide greater energy production with the same input in the surface equation. This means that there
are a number of active turbines that will produce more energy with the same input, including water
discharge and reservoir volume. Suppose there are four turbines in the hydro plant, so there are four
maximum output surface equations as shown in Figure 3, drawn in two dimensions for simplicity. Also,
three active turbines are considered as the initial guess at time ¢ and the NLP model is solved with
fixed integer values.

After solving the model with the fixed variable, its results are available every hour. This means the
amount of water discharge at hour ¢, ¢;¢, the reservoir volume at hour ¢, v;¢, and energy production
at hour ¢ are known, which is obtained from the following equation:

X504 00%) 25,4, (14)

The energy output values of one turbine x§ ;(¢;, v;®), two turbines x5 ,(¢; ¢, v;¢), and four turbines
Xit(q,’f ¢, v5¢) can be determined by putting the inputs into maximum energy output surface equations.
The number of active turbines at the time ¢ changes from three to another, which has the highest
increase in energy production with the same input. At the time ¢, the number of active turbines does
not change if no situation increases energy production. Therefore, in Figure 3, the number of active
turbines changes from three to one when the amount of production with three active turbines is in
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Figure 1: Flowchart of the binary genetic algorithm (method A).
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Figure 2: Flowchart of a heuristic method (method B).

Consequently, instead of randomly changing the number of turbines per hour from the planning
horizon or checking other situations, this method is used to change the number of active turbines for
each hour, and then the NLP model is solved with the applied changes, and this process continues
until there is no change in the number of active turbines.

power
preduction
(Mv)

C
Three turbines

Two turbines

Qne turbine

Four turbines

input: water discarge (m3/s) , reservoir volume(Mm3)

Figure 3: Maximum energy output surface for four turbines.

Despite having advantages such as the appropriate efficiency in finding the number of turbines per
hour, this method may have problems and cannot work well at breaking points. This method can also
be affected by the initial guess of the number of turbines. Therefore, a method that covers the search
space of the problem well and reaches the right solution in a shorter number of iterations is required.



3.3 Using the iterative heuristic method in the GA (Method C)

As mentioned, using the maximum output surface instead of all turbine combinations can expedite
solution-finding. The GA, despite its appropriate speed, which uses a random process at all steps,
may not be effective for large, complex problems. The heuristic iterative method uses a fast algorithm
instead of random methods to determine the number of active turbines. However, the efficiency of
this method depends on the initial guess of the number of turbines and it also does not work well
at breakpoints. Therefore, a method is introduced that benefits from the advantages of each method
presented in the previous sections. The GA searches the problem area well, and the heuristic algorithm
can approach the optimal solution at a suitable speed, so, as shown in Figure 4, the heuristic algorithm
can be used inside the GA. To avoid limiting the search space in the genetic algorithm, only the alpha
percentage of the initial population, derived from the heuristic algorithm results, is utilized. This
approach is thus applied to the creation of the initial population in the GA. As discussed in Section 3.1,
the entire process, including crossover and mutation, continues until a termination criteria is met.

4 Numerical results

Data extracted from Short-term Hydro Optimization Program (SHOP) runs are used to test the entire
methods presented in the previous section. SHOP [38] is an optimization model for planning hy-
dropower systems provided as software by SINTEF Energy Research. Two power plants are connected
in series in this case study. The first power plant has two turbines with a maximum reservoir volume
of 41.66 Mm? and a maximum energy production capacity of 240 MWh. The second power plant
consisting of four turbines, has a maximum energy output of 345 MWh, and has a maximum reservoir
volume of 104.16 Mm?.

All methods are implemented in Julia [39], and the optimization software to solve NLP is Ipopt [40].
In order to solve the models, a laptop computer equipped with an Intel Core i5 processor and 8 GB of
RAM is used.

4.1 Results

According to the data that includes reservoir volume, water discharge, and energy production, the
maximum energy output surfaces are obtained for both powerhouses. Instead of considering all turbine
combinations, two output surfaces are used for the first powerhouse when one and two turbines are
active, and four output surfaces for the second powerhouse when one, two, three, and four turbines are
active. To obtain the nonlinear equations for the maximum energy output surface for each number of
active turbines, a polynomial approximation is fitted to the data. The planning horizon is 24 hours,
and prices and inflows are deterministic. The methods were tested on 54 instances with different input
parameters when reservoirs were almost empty, half full, and full. In order to evaluate the methods,
the problem with different demand constraints was investigated and the demand graph for different
hours can be seen in Figure 5.

The results of instances are presented in Table 2, which includes the revenue, the number of
iterations and computation time for each method. Each method was repeated five times for each
instance, and the average value of the objective function, the average number of iterations, and the
average execution time are reported.

Due to the use of maximum output surfaces rather than all turbine combinations, the number of
problem states and the complexity of the problem are reduced, and the presented methods converge to
the result after a suitable number of iterations. As mentioned earlier, Method A searches the problem
space entirely randomly, while Method B determines the number of active turbines using rules after
an initial guess. Method C' uses both methods A and B to reach the result. Table 2 shows method
C has a better value of the objective function in most instances than methods A and B. In cases 13,
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Figure 4: Using the iterative heuristic method in the GA.

16 and 38, method A has better results than method C, although their difference is also quite small.
The objective function value in method C is on average 0.09% greater than method A and 0.63%
greater than method B. According to a comparison of the solution times, method B has the shortest
execution time and converges to the result in the shortest number of iterations, while method C has
a shorter execution time and fewer iterations than method A. According to the results, the average
calculation time for methods A, B, and C is 138, 2 and 74 seconds, respectively. and the average
number of iterations is 78, 5, and 42, respectively. The average number of iterations in method A is
78, method B is 5, and method C' is 42.

The objective function for three methods are compared using Equation (16), in which the result of
each method is divided by the maximum value obtained in each method. For example, the maximum
value in instance 1 in Table 2 is 447,910 (EUR), which is obtained from method C. Therefore, the
results in instance one are divided by the maximum value. Figure 6 shows the percentage of similarity
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Figure 5: Demand constraint for different hours.

of each method with the best result. Accordingly, any method with the best result will have the

same numerator and denominator in equation Equation (16), and the percentage of similarity will be
100 %. As illustrated in the Figure 6, in most instances, method C obtained the best results. Despite

method B has weaker results than the other two methods, and it has a maximum difference of 1.60%
in instance 53.

Similarity with the best result(%) = (The Ob]eCtﬁZ:ﬁzioﬁbjizt}ieﬁilii?or?’(g) and O (€)) x 100  (16)
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Figure 6: Comparison of the value of the objective function in three methods.

In order to compare the number of iterations of methods B and C the instances 5, 11, 31, and 47
were randomly selected from Table 2 and results are shown in Figure 7. In Figure 7, the horizontal axis
represents the number of iterations and the vertical axis represents the value of the objective function.
The result of method C converges with a smaller number of iterations compared to method B.

The results show that method C has a shorter execution time than method B and that the objective
function value is higher in most cases. By using a heuristic approach in genetic algorithms, method C
utilizes the advantages of methods A and B, and brings good chromosomes into the problem solving

process. As a result, method C can improve their performance and allow them to achieve better results
in a shorter period of time.



Table 2: Comparison of the results obtained using all three methods.

Demand Inst. Inflows Reservoir 1  Reservoir 2 Method A Method B Method ©
Obj(€) Iter. Time(s) Obj(€) Iter. Time(s) Obj(€) Iter. Time(s)
1 Half full Half full 601,545 108 117.6 593,965 5 1.7 602,310 44 86.7
2 Almost full  Almost full 806,073 82 122.7 805,695 6 1.6 806,435 29 66.3
3 High Almost empty Almost full 525,588 71 165.8 515,057 6 1.9 526,265 44  90.0
4 Almost full Almost empty 552,653 70 113.7 551,018 6 1.7 553,446 28 434
5 Half full Almost full 433,352 79 201.5 427,139 6 1.9 435,158 37 85.7
6 Almost full Half full 539,930 75 136.8 527,273 5 1.5 540,730 45 80.8
7 Half full Half full 575,440 76 141.8 569,284 5 1.5 576,630 33 58.2
8 Almost full ~ Almost full 780,077 79 137.6 779,181 6 1.8 780,781 25 43.9
1 9 Medium Almost empty Almost full 496,614 68 167.8 489,572 5 1.6 497,049 42 98.4
10 Almost full Almost empty 530,739 58 100.4 529,697 6 1.8 531,466 30 53.6
11 Half full Almost full 401,425 69 174.3 394,923 6 1.9 402,568 37 924
12 Almost full Half full 513,449 68 119.6 502,238 7 2.1 513,813 68 121.8
13 Half full Half full 548,741 79 137.5 542439 5 1.5 549,146 30 54.5
14 Almost full  Almost full 753,176 90 139.5 752,783 6 1.7 753,573 29 45.2
15 Low Almost empty Almost full 466,260 68 164.1 454,840 5 1.5 467,652 43 99.3
16 Almost full Almost empty 508,131 68 120.5 505,692 5 1.5 508,229 40 68.9
17 Half full Almost full 367,048 67 172.2 361,844 6 1.3 368,559 37 93.3
18 Almost full Half full 485,402 81 161.6 473,349 4 1.8 485,882 46 87.8
19 Half full Half full 550,390 78 221.7 549,045 7 2.2 551,923 37 96.0
20 Almost full ~ Almost full 748,408 73 103.0 747,262 5 1.5 748,388 25 35.8
21 High Almost empty Almost full 476,642 60 183.6 470,783 5 1.8 477,856 35  95.7
22 Almost full Almost empty 496,276 75 200.0 495,382 4 1.3 496,772 28 75.5
23 Half full Almost full 383,410 77 155.1 374,026 6 2.2 384,141 39 1054
24 Almost full Half full 491,362 71 175.4 484,971 6 2.0 492,818 44 1079
25 Half full Half full 525,778 79 212.5 521,690 6 2.1 526,979 31 84.0
26 Almost full  Almost full 722,661 70 101.1 722,426 6 1.8 723,357 33 51.2
2 27 Medium Almost empty Almost full 448,815 68 196.2 441,392 6 2.2 449,899 43 95.2
28 Almost full Almost empty 474,881 70 198.3 474,422 5 1.7 475,182 24  55.9
29 Half full Almost full 347,837 83 207.3 340,270 5 1.8 349,494 35 84.0
30 Almost full Half full 465,842 90 207.6 455,564 6 2.1 465,369 42  96.0
31 Half full Half full 499,988 79 225.7 497,338 4 1.5 500,852 31 81.2
32 Almost full  Almost full 696,455 78 116.4 695,588 6 1.8 697,015 28 404
33 Low Almost empty Almost full 419,410 74 200.8 410,483 5 1.9 419,624 45 120.6
34 Almost full Almost empty 451,774 78 195.8 452,342 5 1.8 453,321 35 804
35 Half full Almost full 311,959 92 238.1 303,914 6 2.2 311,941 39 99.6
36 Almost full Half full 438,173 86 301.8 428,579 5 1.8 438,620 42 108.2
37 Half full Half full 553,271 76 198.3 547,866 6 2.0 553,143 35 96.8
38 Almost full  Almost full 754,713 68 92.0 754,554 5 1.7 754,927 28 422
39 High Almost empty Almost full 474,909 72 203.7 464,428 5 2.0 474,965 59 169.9
40 Almost full Almost empty 500,866 83 211.3 500,479 6 2.4 501,532 38 104.2
41 Half full Almost full 372,600 76 182.6 367,112 6 2.3 372,773 51 134.5
42 Almost full Half full 490,679 80 194.8 476,443 6 2.3 491,222 56 1374
43 Half full Half full 526,321 77 198.6 521,765 6 2.4 526,630 39 94.1
44 Almost full ~ Almost full 729,370 79 96.8 728377 5 1.8 729,764 29 37.8
3 45 Medium Almost empty Almost full 443,992 73 198.1 431,699 5 2.0 444,251 48 128.7
46 Almost full Almost empty 478,745 71 180.5 477,731 5 2.0 478,866 28  70.7
47 Half full Almost full 335,362 82 207.1 329,323 5 2.1 335,421 44  93.7
48 Almost full Half full 462,627 68 186.9 446,114 6 2.3 463,026 67 172.6
49 Half full Half full 498,660 72 201.7 493,868 6 2.5 499,336 55 154.4
50 Almost full  Almost full 702,566 74 100.1 701,969 6 2.1 703,347 26  39.6
51 Low Almost empty Almost full 411,372 75 194.8 404,818 5 2.1 411,764 58 176.0
52 Almost full Almost empty 455,593 74 178.3 453,572 6 2.6 455,827 40 105.6
53 Half full Almost full 296,378 67 161.2 291,358 6 2.5 297,179 45 103.2
54 Almost full Half full 432,999 81 225.0 417,161 6 2.5 432,802 49 125.8
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Figure 7: Comparison of the changes in the objective function value in each iteration, instances 5, 11, 31 and 47.

4.2 \Validation of methods

The efficiency of the methods presented in the previous sections can be evaluated if an optimal solution
can be obtained. As mentioned, the MINLP are difficult to solve, so it is imperative to reduce their
complexity to compare their results. The MINLP short-term hydropower problem can be solved if
the totally unimodular condition is satisfied, as illustrated in [11]. Therefore, to compare the meth-
ods’ results with the optimal solution, some model conditions, including start-up costs, and demand
constraints, are ignored. Thus, the loading problem formulation for evaluating the methods is as

vy > 0,q7 >0, VteT,ceC,
z;, € B, vteT, je JceC.

24
25

follows:
max YN o x xG(af vf) X 25, (17)
ceC teT jeJ
subject to:
Vi = v = Cxwy X (qf +g5) + X0+ > Cxw x (g +g;), VteT,ceC, (18)
TER
d =1, WVteT,ceC, (19)
jed
Tnin < 46 < Qo VEET c€C, (20)
Vpin S U5 < Uy 0 vteT,ceC, (21)
VT = Vlnitial; VeeC, (22)
VT = Vfinals Ve e C, (23)
(24)
(25)

Five instances from Table 2 were randomly selected for comparison, and Equation (26) was used to
determine the percentage of similarity with the optimal value.

Avarage of objective function of presented method (EUR)
Objective function of Loading problem (EUR)

Similarity (%) = ( ) x 100 (26)



It was repeated five times in each method in order to obtain the average value of the objective
function for each instance. The percentage of similarity for each instance is shown in Table 3.

Table 3: Comparison of all three methods with the optimal solution.

Instance  Inflows Reservoir 1 Reservoir 2 Method A (%) Method B (%) Method C (%)
10 Medium Almost full Almost empty 99.99% 99.95% 99.99%
21 High Almost empty Almost full 99.97% 99.49% 99.98%
29 Medium Half full Almost full 99.98% 99.40% 99.99%
42 High Almost full Half full 99.97% 99.25% 99.98%
49 Low Half full Half full 99.99% 99.72% 99.98%

The results show that Method A, Genetic Algorithms, and Method C, which utilizes a heuristic
algorithm within Genetic Algorithms, are capable of approaching the optimal solution very well, and
the difference between them and the optimal solution is relatively small. Although it was demonstrated
that method B has reasonable accuracy to reach the result and can reach the solution in a short period
of time in different conditions of the input parameters, the initial guess can affect the results and this
method does not perform well at breaking points, as mentioned previously.

5 Conclusion

In this paper, a mixed integer nonlinear model for short-term hydropower problems with demand
constraints and startup costs is presented. The complexity of the problem is reduced significantly
by fixing the binary variable, the number of active turbines, and using the maximum energy output
surface. Thus, rather than estimating other variables, the exact solver was used to solve the nonlinear
problem, and three methods were presented. In method A, a binary genetic algorithm was used to
solve the non-linear problem. In method B, an iterative heuristic approach was employed to determine
the number of active turbines and solve the problem. An iterative heuristic approach was applied to
the genetic algorithm in Method C'. Based on the results, method C' utilizes the advantages of both
methods, searches the problem space well, and converges to the result with fewer iterations than
method A. The average result from method C' is 0.09% better than method A and 0.63% better than
method B. For future studies, uncertainties such as prices and inflows can be taken into account in
the model and solution methods. Metaheuristic algorithms such as PSO, AC, SA, etc, can also be
used to solve this problem and the results can be compared.
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