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– Bibliothèque et Archives Canada, 2022

The publication of these research reports is made possible thanks
to the support of HEC Montréal, Polytechnique Montréal, McGill
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Abstract : Personnel scheduling consists in determining employee work schedules (sequences of work
shifts and days off) to cover the demands of multiple jobs over a planning horizon. We consider finding
a near-optimal set of personnel schedules via the solution of a generalized set-covering model with
side constraints in a flexible context where a large number of potential shifts can be considered as in
the retail industry. Commercial solvers applied to this model often require very long computational
times for practical problem sizes, and as such rely on enumeration heuristics for filtering non-promising
shifts/schedules and, thus, reducing the problem size. We propose deep learning-based heuristics to
drive the enumeration of promising potential shifts based on the information collected from previously
solved instances. Our models predict a subset of time points at which promising shifts are more likely
to either start or end, thus filtering out those that do not start nor end at those time points. Our
computational results on real-life instances show that personnel scheduling problems can be solved
considerably faster with an acceptable optimality gap if shifts are enumerated according to the time
points predicted by our models.

Keywords : Personnel scheduling, work shifts, set-covering model, machine learning, heuristic shift
enumeration
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1 Introduction

The process of employee scheduling focuses on planning the most cost-effective employee schedules

to fulfill the needs of one or multiple jobs over a planning horizon. Various organizations, including

hospitals, airlines, call centers, retailers, and others, deal with personnel scheduling problems. These

problems can vary according to the type of organization. In hospitals, for instance, employees serve

patients 24 hours a day and seven days a week while working in shifts of 8 hours or 12 hours. During

the week, shifts usually start at predetermined and fixed times (e.g., 7 a.m., 3 p.m., and 11 p.m.). In

this case, personnel scheduling is the task of finding the right number of employees for each shift so that

the demands (i.e. the required number of employees to fulfill the needs of the customers or patients)

can be met. In contrast, large retailers and service industries receive customers only during business

hours. Furthermore, the demand for employees can greatly fluctuate during the planning horizon and

even from one hour to the next. In such environments, shifts may begin and end at any time of the day

to obtain the least-cost schedules which employ, as much as possible, a minimum number of employees

at all times. Consequently, instead of considering only a very limited number of possible shifts for each

employee on each day (say, 3 or 5 like in nurse scheduling), a large number of potential shifts need to

be taken into account (say, more than 900 per day if a day spans from 7 a.m. to 10 p.m., shifts can

start and end at every quarter of an hour, and can last between 4 and 9 hours) and the demand is not

expressed for each shift but for each time period (say, for each 15-minute period of the horizon). This

high flexibility in shift start time and duration results in very complex problems that require efficient

algorithms to produce optimal or near-optimal schedules. In the following, we refer to these problems

as flexible personnel scheduling problems due to the flexibility offered by the numerous potential shifts.

In this research, we focus on flexible personnel scheduling problems in the service industry where

the schedules of the employees depend on the service load associated with the presence of customers.

Several problem variants are defined to address real-life problems in the retail and service industries.

In particular, the variants with multiple jobs can be divided into two categories: with mono-job shifts

and with multi-job shifts. In a mono-job shift, the employee is assigned to a single job for the whole

shift duration, while multi-job shifts allow changing jobs once or multiple times within the same shift.

Also, the problems may include different levels of complexity of days-off rules. For example, in some

contexts, just a minimum number of days off assigned each week to each employee is sufficient while,

in others where a one-month planning horizon is considered, days-off patterns with strict rules on the

number of consecutive workdays or days off must be respected.

In this paper, we consider multiple jobs, mono-job shifts, and a one-week horizon with a minimum
number of days off to be assigned to each employee. We model the corresponding flexible personnel

scheduling problem as a generalized set-covering model with side constraints. In this model, a binary

variable is defined for each shift that can be potentially assigned to each employee on each day. To

reduce its size and obtain faster computational times without comprising too much solution quality,

we propose to classify the shifts into promising and non-promising ones and keep in the model only the

variables associated with the promising shifts. Instead of trying to classify the shifts themselves, we

rather focus on predicting the subsets of start and end times of optimal shifts using a machine learning

(ML) model, more precisely, a deep learning one. Promising shifts are then identified as those whose

start and end times belong to these predicted times.

To obtain good predictions, we test several ML models, which require a training dataset. In this

respect, we generate artificial instances by applying perturbations to the input parameters of real-life

instances and solve the corresponding set-covering models to optimality using a commercial mixed-

integer linear programming (MILP) solver. To assess the proposed solution approach, we ran tests on

the real-life instances, but also on artificial instances that are generated out of the distribution of the

training instances.

This paper is organized as follows. Section 2 presents a literature review on the subject. Section 3.3

states the problem studied and introduces the MILP model used in the optimization phase. Section 4
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describes the methodology and the multiple ML models we consider in this study. We compare these

models using a large dataset in Section 5. Finally, a brief conclusion and possible extensions are

discussed in Section 6.

2 Literature review

Our proposed approach accelerates the solution of the integer programming models for flexible per-

sonnel scheduling problems where the shifts are enumerated explicitly. In this section, we present the

contributions in the literature that encompass these three concepts: 1) employ integer programming

models for personnel scheduling problems; 2) apply a heuristic to the problem variant studied; or 3)

apply ML methods to accelerate the solution process of integer programs.

2.1 Integer programming models

Personnel scheduling problems were introduced by Edie (1954) to decrease the vehicles’ waiting time

for service at toll booths with the minimum number of toll collectors. Since then, different types

of problems have arisen for various application areas. Among the most popular research areas on

personnel scheduling problems, Özder et al. (2020) point to health services, manufactures, and call

centers. However, the retail sector has been less explored. Most studies aim to determine schedules for

employees at the lowest cost. There are usually three components to the cost of a solution: 1) the cost

of assigning employees to jobs; 2) the penalty associated with over-assigning employees to jobs; and 3)

the cost resulting from under-assigning employees to jobs, which results in a degradation of the service

quality. For generating employee schedules, mixed-integer programming-based methods are the most

popular approaches in the scientific literature (Van den Bergh et al., 2013).

Mathematical models for personnel scheduling problems can be divided into either explicit set-

covering or implicit formulations. In the explicit models, one integer variable is associated with each

shift type where the type of a shift is defined by all its characteristics such as start time, end time,

break time, job type, etc. In implicit models, some aspects of the shifts are determined by means of

constraints. One example of implicit modeling would be to define shifts solely by their starting times

and add additional constraints to the model to limit their lengths (Thompson, 1995). In many cases,

the number of decision variables is considerably smaller than for an explicit formulation. According

to Thompson (1995), in most cases, it is hard to express the employment cost using an implicit

formulation. Explicit models are preferable when the cost of a shift is defined by its start time, end

time, length, and placement of the breaks. Furthermore, Quimper and Rousseau (2010) point out that

it is not possible to formulate multiple-job problems through implicit modeling.

The first explicit set-covering model for personnel scheduling was proposed by Dantzig (1954) for

the problem of assigning employees to toll booths. In this formulation, all feasible working patterns are

enumerated for all possible start times, end times, and nesting breaks. Then, one integer variable xs is

associated with each feasible work pattern s. Here, the problem objective is to find the shift assignment

of the minimum total cost that covers the demand for open toll booths at each time interval.

Explicit modeling allows one to formulate different aspects of personnel scheduling problems. To

give a few examples, explicit formulations have been used to produce employee schedules for nurse

scheduling (e.g., Bard and Purnomo, 2005a,b), for tour scheduling (e.g., Brunner and Stolletz, 2014),

for personnel scheduling with employee transfers between departments (e.g., Attia et al., 2019; Dahmen

et al., 2020), for a multi-job multi-task shift scheduling problem (e.g., Boyer et al., 2014; Restrepo et al.,

2018), and for a stochastic personnel scheduling problem with demand uncertainty (e.g., Bürgy et al.,

2019).

The set-covering formulation provides the advantage of modeling flexibility. Nevertheless, addi-

tional options for placement of breaks, start times, lengths, and end times for shifts result in a larger

number of possible shifts and consequently larger models. For example, in the retail industry, shifts
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may start and end every quarter of an hour during a day. Enumerating all possible shifts for all avail-

able employees and for multiple jobs results in a very large model that requires efficient algorithms to

be solved. These recurrent problems need to be solved in a reasonable amount of time frequently by

efficient algorithms. Commercial solvers fail to achieve near-optimal solutions in a reasonable time for

large-sized problems either formulated explicitly or implicitly. In the literature on personnel scheduling

problems, mostly decomposition methods and heuristic algorithms are implemented to solve large-scale

personnel scheduling problems (Van den Bergh et al., 2013). However, practical personnel scheduling

problems encounter many shift feasibility constraints and many complicated ways to compute a shift’s

cost. In this case, it becomes difficult to design the pricing problems that are used to generate shifts

dynamically in a column generation algorithm. To alleviate this, some authors (see, e.g., Côté et al.,

2011; Restrepo et al., 2018) use context-free grammar to model these shift features.

2.2 Heuristics and metaheuristics

To the best of our knowledge, the studies in personnel scheduling that aim at reducing the number

of variables in a set-covering model are limited to very early works such as Bechtold and Brusco

(1994), Henderson and Berry (1976), and Mabert and Watts (1982). Their methods, called working

set generation, select a subset of schedules from all the possible work schedules and create only schedule

variables for this subset. Different procedures have been developed to determine this subset. The one

that seems to be the most efficient has been proposed by Bechtold and Brusco (1994) and builds the

work schedule subset in three steps: first, it computes a subset of days-off configurations based on the

coverage that they offer; second, it finds for each day a subset of shifts based, again, on the coverage

that these shifts offer; and, finally, it enumerates all work schedules resulting from a combination of

the selected days-off configurations and shifts. Another study by Brusco and Jacobs (2001) performs

experimental tests to find out how the number of required employees is affected if they restrict the

shifts’ starting periods to only 3, 4, and 5 periods of the day instead of 24 periods. These works

cannot be directly applied to our context as they assume that there is a single job to cover and that

the employees are available all the time and can, thus, be considered identical.

Most heuristics and metaheuristics, for personnel scheduling problems, are developed to address

complexities resulting from numerous and complicated constraints and not from the flexibility in

shift enumeration. Such issues arise mostly in the healthcare domain where the preferences of the

staff are important but the possible working shifts are very limited (3 to 5 per day). Generally, in

these problems, the constraints are categorized into two groups: hard and soft constraints, depending

on the legal regulations and personal preferences of the individual institutions and countries. Hard

constraints must be met in order to obtain feasible solutions, whereas soft constraints may be violated

with penalties. Burke et al. (2004) review the state-of-the-art heuristics and metaheuristics such as

simulated annealing, tabu search, and genetic algorithms for nurse rostering problems. Among the

more recent research, we can refer to work of Bard and Purnomo (2005b), Burke et al. (2008), Burke

et al. (2010), and Brucker et al. (2010).

A few papers (Dahmen and Rekik, 2015; Attia et al., 2019; Dahmen et al., 2020; Hassani et al.,

2021) develop heuristics for flexible personnel scheduling problems in the domain of service and retail

industry. Attia et al. (2019) and Dahmen et al. (2020) focus on large-scale multi-department problems.

In the former work, a large neighborhood search heuristic is proposed, where the neighborhoods are

explored using a MILP model. In the latter, a two-stage solution method is devised. In the first stage,

an aggregated MILP model that considers a coarser discretization of the time horizon for the demand

curves is solved to yield an approximate solution. In the second stage, this solution is disaggregated

by solving one or several small MILP models restricted to a small subset of shifts.

Dahmen and Rekik (2015) and Hassani et al. (2021) consider a similar environment to our prob-

lem. Assuming that the employees’ days off are known, Dahmen and Rekik (2015) introduce a hybrid

heuristic that combines tabu search and branch-and-bound to perform a local search. This algorithm

requires average computational times exceeding two hours for instances with 20 to 30 employees and 2
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to 4 jobs. Very recently, Hassani et al. (2021) develop a local search heuristic, called the Parallel Stim-

ulation of Disruptions heuristic (PSD), that generates and assigns shifts during the solution process. A

set of generator decisions (e.g., replace/extend/shorten a shift) forms the basic moves that lead to new

feasible and infeasible solutions. PSD can be cast as an iterative ruin and recreate heuristic. At each

iteration, it stimulates a well-targeted disruption (shift shortening) before correcting it with a sequence

of generator decisions that is computed by a truncated depth-first search. Furthermore, to improve

efficiency, the search is performed in parallel by defining at each iteration multiple subproblems, each

initiated by a disruption that can be corrected by a selected subset of employees.

2.3 Machine learning application

Recently, there has been an increasing interest within the mathematical optimization community in

applying machine learning techniques to improve the performance of MILP solvers. A survey on the

contribution of ML to combinatorial optimization problems is presented by Bengio et al. (2021).

Abbasi et al. (2020) summarized the previous works on this subject in the following five avenues:

1. To improve the performance of an optimization solver by predicting if a reformulation is required

for the problem before being solved by a MILP solver. For example, Kruber et al. (2017) employed

ML to predict whether a Dantzig–Wolfe decomposition is required for solving a MILP problem.

2. To improve the performance of solution methods. For instance, ML enhances the performance

of some algorithms by finding good initial feasible solutions (Xavier et al., 2020) and accelerates

enumerative algorithms in branching variable selection (Gasse et al., 2019; Lodi and Zarpel-

lon, 2017). ML is also employed to facilitate column selection in column generation algorithms

(Morabit et al., 2021) and to select cutting planes (Tang et al., 2020).

3. To reduce the computational complexity of solving optimization models under uncertainty by

implementing dimensionality reduction methods (Xu et al., 2016).

4. To generate the solutions (ideally optimal) of a combinatorial optimization problem (Abbasi

et al., 2020) or to predict the value of a subset of decision variables (Lodi et al., 2020; Xavier

et al., 2020).

5. To predict the objective value (ideally optimal) of a problem (Fischetti and Fraccaro, 2019).

We focus on the work of Lodi et al. (2020) and Xavier et al. (2020) from the fourth category in

which we observe some aspects that are common to our research. They studied recurrent problems for

which there are minor differences between the instance input data and are solved by a MILP solver. To

accelerate the solution time, they used ML methods to get information from previously solved instances

and fixed the value of some variables in similar instances to be solved in the future. Subsequently, the

computational performance of MILP solvers is improved due to the elimination of some variables and

the reduction of the problem size.

Lodi et al. (2020) assume the existence of a reference instance to a combinatorial optimization

problem. This instance can be modeled as a MILP model and solved optimally. The problem needs to

be solved again if a perturbation happens in the input of the initial instance. A database of resolutions

can be built by collecting the changes that have happened so far or that can be simulated a priori.

The authors study how information can be retrieved from this database to support the analysis of

potentially perturbed instances. To predict whether a change will influence the reference optimal

solution and to what degree, they formulate this problem as a supervised learning problem. A binary

classifier is trained to predict whether the entire or a part of an optimal solution for the reference

instance is applicable to the perturbed instance. If only a part of the reference solution is valid for the

new instance, the value of the other variables is predicted by regression. These decisions are translated

as additional constraints and imposed to the perturbed problem. The authors employed their approach

to the facility location problem and obtained satisfactory solutions in a decreased time.
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Xavier et al. (2020) study a class of optimization problems that deal with power-generating unit

scheduling. These problems are formulated as MILP models and solved by a MILP solver to deter-

mine the schedule and production level of power generators over a planning horizon. To improve the

computational performance of the MILP solver, the authors propose three approaches including the

prediction of affine subspaces that include the optimal solution, with very high likelihood. Their con-

tributions are inspired by intuitive patterns related to these problems which are not included in the

MILP modeling. For example, the operators observed that a specific type of generator was mostly

scheduled to operate throughout the day whereas other types of generators were usually assigned to

peak demand periods. The authors developed an ML model to predict the value of the binary decision

variables by learning from previously solved instances. The output of the ML model determines the

value that variables should be fixed at before solving the MILP. To do so, supplementary constraints

are added to the MILP model that indicates the value of the variables. Results of this research showed

that a substantial size reduction of the problem reduced the complexity and solution time of the MILP

solver.

To the best of our knowledge, no research has been carried out on learning from previously solved

instances for instance size reduction in the field of personnel scheduling.

3 Problem description and mathematical modeling

We start by describing the flexible personnel scheduling problem studied (Section 3.1). Then, Sec-

tion 3.2 provides the notation used in the proposed mathematical model, which is presented afterwards

in Section 3.3.

3.1 Problem statement

In the retail industry, the personnel scheduling process starts with forecasting the workload approxi-

mately two to eight weeks before the beginning of the planning horizon (Bürgy et al., 2019). In fact,

the forecasts focus on the expected number of sales/transactions by department, taking into account

several factors such as seasonality and promotions. These sales are subsequently converted into a

demand in employees per job that can vary over the planning horizon. Several types of jobs may be

relevant in a retail context: salespersons, cashiers, clerks, and multiple others. Once these demands

are established, personnel schedules can be computed with the goal of covering these demands as best

as possible with the available employees. In many organizations, this scheduling process is repeated

on a weekly basis.

The flexible personnel scheduling problem to be solved each week can be stated as follows. There

is a set of jobs J to be performed by a set of skilled employees E. Among all employees in E, there is

only a subset of the employees, denoted Ej , that are qualified to perform job j ∈ J . Employees work

mono-job shifts, where a shift is defined by a valid start time (say, at any quarter of an hour) and a

valid duration (say, between 4 and 9 hours). Because the demands of different jobs may follow different

patterns (for example, some jobs may start at 6:00 AM, while others only at 8:00 AM), the subset of

candidate shifts Sj for a job j ∈ J may differ from one job to another. Also, given the skills of an

employee e ∈ E and their availability over the planning horizon, they can be assigned to a subset of

shifts Se. For each job j ∈ J , a demand curve (a number of employees required as a function of time)

to cover at best is provided. Dividing the planning horizon into a set P of disjoint 15-minute periods,

this curve indicates the number of employees djp required on the job j at period p ∈ P . We assume

that the periods in P are chronologically numbered from 1 to |P | and that the planning horizon is also

divided into 7 days and denoted H = {1, 2, . . . , 7}.

The demand for employees fluctuates during the time horizon and even during the day. The ideal

scheduling for such a problem happens when the number of employees assigned to a job is equal to the

job’s demand at each period while considering the following working rules: there must be a minimum
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rest time nR (in periods) between two consecutive shifts assigned to an employee, and there must be a

minimum number of days off nO assigned to each employee. As mentioned above, there are restrictions

associated with the qualifications and time availability of the employees which may make it impossible

to cover adequately all the demands. Hence, to ensure demand coverage, anonymous shifts with high

costs can be scheduled and assigned subsequently to temporary workers. Additionally, since shifts

must have a minimum duration, sometimes there is no choice but to cover some time periods with no

demand or to assign more employees than there is demand at a specific period, yielding what is called

over-coverings. The employees are unproductive at over-covering time periods, so a large penalty

is associated with over-covering. The over-covering penalty associated with each job in a period is

calculated using a non-decreasing step-wise function that favors the distribution of the over-coverings,

if any, over the periods.

Employees should also be treated equally over time based on the number of hours they work.

In fact, the remuneration of the employees is made on different levels following a strictly increasing

function. Each level is made up of certain hours of work. For example, let each 8 hours of work make a

level. Then, if an employee e works 20 hours, then he/she will be paid at 3 levels in the following order:

cE1 per period for the first 8 hours, cE2 per period (with cE2 > cE1 ) for the second 8 hours, and finally

cE3 per period (with cE3 > cE2 ) for the last 4 hours. Observe that this remuneration function does not

correspond to the real remuneration of the employees. Indeed, if the real function was used, the more

experienced employees which have a larger hourly rate would work less than the junior employees.

The proposed model (see Section 3.3) is an explicit one that requires the enumeration of all possible

shifts. In the retail industry, there is high flexibility in the start time, the end time, and the duration

of the shifts. Therefore, the number of possible shifts is very large. For instance, we consider that

shifts can start at every quarter of an hour and can last between 3 and 8 hours by steps of 15 minutes:

The set of times at which a shift can start and the set of possible shift lengths are shift starts = {00:00,

00:15, 00:30, ..., 23:45} and shift lengths = {3h, 3h15m, ..., 8h}, respectively. Note that we assume as

in real life that there is no isolated demand spanning less than the minimum shift duration. Therefore,

there is no need to consider a shift assigned to a job with a zero demand at the beginning or the end

of the shift without any harm to the feasibility of the problem.

3.2 Notation

The notation used in the mathematical model is presented in Tables 1 to 3.

Table 1: Sets and subsets

Set Description

S Set of all enumerated shifts
P Set of all time periods in the planning horizon
E Set of employees
J Set of jobs
H Set of days in the planning horizon
Sj Subset of shifts that are candidate for job j ∈ J
Sp Subset of shifts that cover period p ∈ P
Sh Subset of shifts that start on day h ∈ H
Se Subset of shifts that can be assigned to employee e ∈ E
Ej Subset of employees that are qualified for job j ∈ J
Je Subset of jobs that employee e ∈ E is qualified for

Ej
p Subset of employees that are qualified for job j and available at period p

K Set of steps for the over-covering penalty step-wise function
Q Set of steps for the employee remuneration step-wise function
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Table 2: Parameters

Parameter Description

djp Number of employees required (demand) for job j ∈ J at period p ∈ P
as,bs Beginning and end periods of shift s ∈ S
gs Length (in number of periods) of shift s ∈ S
nO
e Minimum number of days off to assign to employee e ∈ E
nR Minimum number of rest periods between two shifts assigned to an employee
cAs Cost of an anonymous shift s ∈ S
cEq Employee remuneration per period on step q ∈ Q
mq Maximum number of periods on step q ∈ Q
cVk Cost per over-covering on step k ∈ K
mk Maximum number of over-coverings on step k ∈ K

Table 3: Decision variables

Variable Description

zs,e,j Binary variable equal to 1 if shift s ∈ Sj ∩ Se is assigned to employee e ∈ E for job j ∈ J
us,j Number of anonymous shifts s ∈ S assigned for job j ∈ J
vp,j,k Number of over-coverings for job j ∈ J at period p ∈ P and on step k ∈ K
we,q Number of periods worked by employee e ∈ E on step q ∈ Q
oe,h Binary variable equal to 1 if employee e ∈ E is off on day h ∈ H

3.3 Mathematical model

Given the above notation, the flexible personnel scheduling problem can be modeled as the following

integer program, which is similar to that of Hassani et al. (2021):

min
∑
j∈J

∑
s∈Sj

cAs us,j +
∑
e∈E

∑
q∈Q

cEq we,q +
∑
j∈J

∑
p∈P

∑
k∈K

cVk vp,j,k (1)

s.t. :
∑

s∈Sp∩Sj

us,j +
∑
e∈Ej

p

∑
s∈Se∩Sp∩Sj

zs,e,j −
∑
k∈K

vp,j,k = djp ∀p ∈ P, j ∈ J (2)

∑
j∈Je

∑
s∈Se∩Sj∩Sh

zs,e,j + oe,h = 1 ∀e ∈ E, h ∈ H (3)

∑
j∈Je

∑
s∈Se∩Sj

gszs,e,j −
∑
q∈Q

we,q = 0 ∀e ∈ E (4)

∑
h∈H

oe,h ≥ nOe ∀e ∈ E (5)

∑
j∈Je

∑
s∈Se∩Sj∩Sh+1

aszs,e,j +Moe,h+1

−
∑
j∈Je

∑
s∈Se∩Sj∩Sh

(bs + 1 + nR)zs,e,j ≥ 0 ∀e ∈ E, h ∈ H \ {7} (6)

zs,e,j ∈ {0, 1} ∀j ∈ J, e ∈ Ej , s ∈ Sj ∩ Se (7)

us,j ≥ 0, integer ∀j ∈ J, s ∈ Sj (8)

vp,j,k ∈ [0,mk] ∀p ∈ P, j ∈ J, k ∈ K (9)

we,q ∈ [0,mq] ∀e ∈ E, q ∈ Q (10)

oe,h ∈ {0, 1} ∀e ∈ E, h ∈ H (11)
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The objective function (1) minimizes the sum of the personnel costs, the anonymous shift costs, and

the over-covering penalties. Constraints (2) ensure that the demand for each job at each time period

is covered by personalized or anonymous shifts and make the calculation of over-coverings possible.

Constraints (3) impose that each employee is assigned to a shift or a day off on each day of the planning

horizon. The amount of working hours of each employee that falls on each step q ∈ Q is calculated

through the constraints (4). Each employee e receives at least nOe days off according to constraints (5).

The big-M constraints (6) enforce a minimum rest time of nR periods between two working shifts that

are assigned to the same employee on consecutive days, wherein M = maxs∈S{bs + 1 + nR}. Finally,

constraints (7)–(11) restrict the domain of the variables.

4 Methodology

We develop deep learning models to predict a subset of time periods that are likely to be the start or

the end of the shifts in an optimal solution of a particular problem. To provide a training dataset,

we generate artificial instances from real data and solve the corresponding MILP models (1)–(11) to

near optimality (i.e., with an optimality gap tolerance of 0.01%) using a commercial MILP solver.

The parameters and optimal solutions of these instances form the training data, which is used to train

a deep learning classifier that can predict simultaneously shift start time periods and shift end time

periods. Once the potential shift starting and ending periods are predicted for a new instance, shifts

are enumerated according to these subsets of periods, and the MILP model with a reduced number of

variables is solved.

In this section, we start by presenting the real-life instances that were made available to us by

our industrial partner and how we generated additional instances from them (Section 4.1). Then,

we present the features of an instance to be considered for prediction and define the output labels

(Section 4.2). Next, we discuss the learning strategy (Section 4.3) used to train the ML models

which are then described (Section 4.4). Finally, we present the pipeline of the optimization heuristics

(Section 4.5).

4.1 Real-life instances and data generation

For our study, 14 real-life problem instances were made available to us by our industrial partner. Each

instance provides all employee information and workload data over one week. Table 4 presents the

numbers of jobs and employees associated with each instance.

Table 4: Number of jobs and employees in the reference instances and number of generated artificial sub-instances from
each instance

Instance 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Jobs 2 2 2 2 4 4 4 4 5 5 7 7 8 10
Employees 17 27 34 54 34 47 54 94 25 50 36 72 94 50

Sub-instances 1,400 1,400 1,400 1,400 2,800 2,800 2,800 2,800 3,500 3,500 4,900 4,900 5,600 7,000

To develop a good ML model, a large training dataset is required. In this regard, we generate

additional variations of each original instance by perturbing some of its input data. We consider the

following two inputs to perturb:

1. Job demand curves: The demand for jobs changes during the day and the patterns of the demand

over different days of a week are also different. To generate variations from an original instance,

we perturb the demand curves by adding noises to the level of the demand. More precisely, for

each job j ∈ J , we pick uniformly at random between 10% and 20% of each day’s periods and we
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apply a Gaussian noise to its demand as follows: djp ← djp + bx+ 0.5c, where x is sampled from a

normal distribution N (0, σ2) with σ = 0.2×djp. Note that the demand remains unchanged when

it is zero at the beginning or the end of a day.

2. Employees: For the new instances, we pick at random d1% × |E|e employees and remove them

from the employee set.

All the remaining data is left unchanged.

In total, 100 artificial instances for each original instance (i.e., 1,400 instances) were generated in

this way and solved. To increase the number of data points in the training set and given that the

shift start and end times can be selected almost independently from one day to another and from

one job to another, we have chosen to decompose each instance and its associated MILP solution into

sub-instances and sub-solutions with respect to each job and each day. Each sub-instance is considered

in the training dataset, denoted D, as an individual training sample and represents the shift scheduling

problem for one job j ∈ J over one day h ∈ H. Therefore, we extract |J | × |H| sub-instances from

each instance which gives a further boost to the size of training data (a total of 46,200 sub-instances

distributed over the original instances as shown in Table 4). Moreover, decomposing the instances

per job helps to have a fixed dimension input size for all instances, which can be fed into a standard

learning model. Finally, we use 67% of these artificial instances (67% of sub-instances for each original

instance) for training and the remaining 33% for validation. Additional instances are also generated

for testing purposes as mentioned in Section 5.

4.2 Features and labels

Each data point i ∈ D is associated with a job j and a day h and is defined by a set of features and two

labels. For the features, we consider two sets that yield two different ML models. In the first set, we

only use the information stemming from the demands for job j on day h, and from the qualifications

and the availability of the employees. For the second set, we also consider information obtained from

the linear relaxation optimal solution of the MILP model (1)–(11).

More precisely, denoting by p̃(h) the index of the first period of day h and L the number of time

periods in a day, the features of a data point i associated with job j and day h, include the two vectors:

• X
(i)
1 =

(
djp̃(h), d

j
p̃(h)+1, . . . , d

j
p̃(h)+L−1

)
, which indicates the demands for job j at each time period

of day h in instance i;

• X
(i)
2 =

(
|Ejp̃(h)|, |E

j
p̃(h)+1|, . . . , |E

j
p̃(h)+L−1|

)
, which specifies the number of qualified and available

employees for job j at each time period of day h in instance i.

Beside the feature vectors X1 and X2, we can extract information from solving the linear relaxation of

the MILP problems similar to Khalil et al. (2016) and Gasse et al. (2019). The second set of features

includes two other vectors, denoted X3 and X4, that rely on the notation:

νjp̃(h)+l−1 = max
e∈Ej ,s∈Sj

{zR(i)
s,e,j |as = p̃(h) + l − 1}, ∀l ∈ {1, 2, ..., L}, (12)

µjp̃(h)+l−1 = max
e∈Ej ,s∈Sj

{zR(i)
s,e,j |bs = p̃(h) + l − 1}, ∀l ∈ {1, 2, ..., L}, (13)

where z
R(i)
s,e,j denotes the value of the corresponding zs,e,j variable in the optimal solution of the linear

relaxation of the instance from which data point i is derived. These vectors for data point i are

defined as:

• X
(i)
3 =

(
νjp̃(h), ν

j
p̃(h)+1, . . . , ν

j
p̃(h)+L−1

)
, which specifies for each period of day h if it is used as a

shift starting period in the linear relaxation optimal solution;

• X
(i)
4 =

(
µjp̃(h), µ

j
p̃(h)+1, . . . , µ

j
p̃(h)+L−1

)
, which indicates for each period of day h if it is used as a

shift ending period in the linear relaxation optimal solution.
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To develop supervised learning models, we must define labels for each data point i ∈ D. In our

case, they are derived from the optimal solution of the MILP problem that contains sub-instance

i and correspond to two vectors of binary values, Y (i), Y
(i) ∈ {0, 1}L, containing one component

for each period of day h and indicating whether that period coincides with the beginning or the

end of a shift in that optimal solution. More precisely, let z
∗(i)
s,e,j be the value of the corresponding

zs,e,j variable in the optimal solution of the problem that contains sub-instance i. Furthermore, let

S
(i)
j,h = {s ∈ Sj ∩ Sh|∃ e ∈ Ej such that z

∗(i)
s,e,j = 1} be the subset of shifts in this solution that belong

to day h and are assigned to job j. Then, Y
(i)
l = 1, l ∈ {1, . . . , L}, if there exists a shift s ∈ S(i)

j,h such

that as = p̃(h) + l − 1 and 0 otherwise. Similarly for the end periods, we set Y
(i)

l = 1, l ∈ {1, . . . , L},
if there exists a shift s ∈ S(i)

j,h such that bs = p̃(h) + l − 1 and 0 otherwise.

4.3 Learning strategy

We frame the problem of predicting the optimal start-of-shift and end-of-shift periods as a supervised

multi-label classification problem. Our input space is X = RL×m, with either m = 2 for simple MILP

parameter features or m = 4 for the augmented features, as described in Section 4.2. Our output

space is Y = {0, 1}L×2, with binary labels that indicate if each time period is start-of-shift and/or

end-of-shift. What we aim for is then a mapping from features to labels, f : X → Y (a.k.a., a classifier).

Given a distribution of MILP instances p(X,Y ) and a distance function Dist : Y ×Y → R≥0, the goal

of supervised learning is to find an optimal mapping f?, which makes the most accurate predictions

on average,

f? = arg min
f

EX,Y [Dist(Y, f(X))] . (14)

In this work we use the popular Hamming loss as our distance function, which is minimized using

a simple binary relevance scheme (Zhang et al., 2018). We employ parametric probabilistic models

qθ : X → [0, 1]L×2 to output the probability for each label to take value one, with θ the model

parameters that are to be learned. Our training objective is then the binary cross-entropy (BCE)

loss between the probabilistic predictions and the true labels. Finally, we achieve (14) via empirical

risk minimization from a collection of training data points D = {(X(i), Y (i))}Ni=1, as described in

Section 4.1, leading to the following learning problem,

θ? = arg min
θ

N∑
i=1

BCE(Y (i), qθ(X
(i))). (15)

The individual classification accuracy of each label is then obtained using the binary predictions

fθ?(X) = dqθ?(X)e. In practice we solve (15) via stochastic gradient descent on the training data set,

with early stopping on a validation set to prevent overfitting.

4.4 Machine learning models

We experiment three different model architectures for fθ, a fully-connected neural network (FCN),

a convolutional neural network (CNN) (Fawaz et al., 2019), and a U-shaped encoder-decoder con-

volutional neural network (UNet) (Ronneberger et al., 2015), inspired from the problem of image

segmentation in computer vision (Asgari Taghanaki et al., 2021).

Our FCN network, described in Table 5, simply employs 6 densely connected layers with batch

normalization, and a decreasing number of hidden units.

Our CNN network, described in Table 6, consists of 6 one-dimensional convolutional layers, with

an increasing number of kernels and a decreasing kernel length.

Our UNet network, described in Table 7, consists of 4 stacked one-dimensional convolutional en-
coders, with an increasing number of kernels and down-sampling between each encoder (implemented
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using a 2-max-pooling), followed by 4 stacked one-dimensional convolutional decoders with a decreasing

number of kernels and up-sampling between each decoder (implemented as transposed convolutions),

and with skip-connections between each encoder and decoder of the same level (implemented as layer

concatenation).

Table 5: FCN architecture

Layer Type Hidden units Activation Shape

0 Input - - L×m
1 Dense 500 relu + batchnorm 500
2 Dense 400 relu + batchnorm 400
3 Dense 300 relu + batchnorm 300
4 Dense 200 relu + batchnorm 200
5 Dense 200 relu + batchnorm 200
6 Dense 2× L sigmoid L× 2

Table 6: CNN architecture

Layer Type
Kernel Size

Activation
Shape

kernels × length length × channels

0 Input - - L×m
1 1D Conv 32× 96 relu L× 32
2 1D Conv 64× 48 relu L× 64
3 1D Conv 128× 24 relu L× 128
4 1D Conv 256× 12 relu L× 256
5 1D Conv 512× 6 relu L× 512
6 1D Conv 2× 1 sigmoid L× 2

4.5 Optimization heuristic pipelines

Once the ML model has been chosen and trained, it can be used to determine subsets P j,h and P j,h
of possible shift start and end times for a given pair of job j ∈ J and day h ∈ H. Depending on

the features used by this model (based or not on the linear relaxation solution), the design of the

solution process differs as follows. If only the X1 and X2 vector features are considered, then the basic

optimization heuristic is the following:

1. For each pair of job j ∈ J and day h ∈ H, compute P j,h and P j,h using the trained ML model;

2. Build the MILP model (1)–(11) considering only personalized shift variables zs,e,j such that

s ∈ Sj ∩ Sh for some j ∈ J and h ∈ H, as ∈ P j,h, and bs ∈ P j,h;

3. Solve the resulting MILP model using a commercial MILP solver.

Alternatively, if the X3 and X4 vector features are also taken into account, then the pipeline of the

feature-enhanced optimization heuristic is as follows:

1. Build the MILP model (1)–(11) considering all personalized shift variables zs,e,j ;

2. Solve the linear relaxation of this model to collect the features in vectors X3 and X4;

3. For each pair of job j ∈ J and day h ∈ H, compute P j,h and P j,h using the trained ML model;

4. From the MILP model (1)–(11), filter out all personalized shift variables zs,e,j such that s ∈
Sj ∩ Sh for some j ∈ J and h ∈ H, and at least one of the following two conditions hold:

as 6∈ P j,h or bs 6∈ P j,h;

5. Solve the resulting MILP model using a commercial MILP solver.

In the following, we denote this feature-enhanced heuristic by MILP-Π* when combined with predictor

Π = CNN, FCN, or UNet. Its basic counterpart is denoted MILP-Π. For all heuristics, we consider

tolerance of 1% on the optimality gap when solving the resulting MILP model.
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Table 7: UNet architecture

Layer Type
Kernel Size

Activation
Shape

kernels × length length × channels

0 Input - - L×m
1 1D Conv 32× 3 relu L× 32
2 1D Conv 32× 3 relu L× 32

3 2-Max Pooling - - L/2× 32
4 1D Conv 64× 3 relu L/2× 64
5 1D Conv 64× 3 relu L/2× 64

6 2-Max Pooling - - L/4× 64
7 1D Conv 128× 3 relu L/4× 128
8 1D Conv 128× 3 relu L/4× 128

9 2-Max Pooling - - L/8× 128
10 1D Conv 256× 3 relu L/8× 256
11 1D Conv 256× 3 relu L/8× 256

12 2-Max Pooling - - L/16× 256
13 1D Conv 512× 3 relu L/16× 512
14 1D Conv 512× 3 relu L/16× 512

15 2-Strided 1D Trans Conv 256× 3 - L/8× 256
16 Concat 11, 15 - - L/8× 512
16 1D Conv 256× 3 relu L/8× 256
17 1D Conv 256× 3 relu L/8× 256

18 2-Strided 1D Trans Conv 128× 3 - L/4× 128
19 Concat 8, 18 - - L/4× 256
20 1D Conv 128× 3 relu L/4× 128
21 1D Conv 128× 3 relu L/4× 128

22 2-Strided 1D Trans Conv 64× 3 - L/2× 64
23 Concat 5, 22 - - L/2× 128
24 1D Conv 64× 3 relu L/2× 64
25 1D Conv 64× 3 relu L/2× 64

26 2-Strided 1D Trans Conv 32× 3 - L× 32
27 Concat 2, 26 - - L× 64
28 1D Conv 32× 3 relu L× 32
29 1D Conv 32× 3 relu L× 32

30 1D Conv 2× 1 sigmoid L× 2

5 Computational experiments

In this section, we perform computational experiments to evaluate the efficiency of the proposed

approaches in various instances. In Section 5.1, we describe the computational environment and the

instances used for benchmarking. In Section 5.2, we evaluate the performance of the classifiers. In

Section 5.3, we compare the performance of the basic and feature-enhanced optimization heuristics

between them and against other heuristics used in practice and in the literature. Finally, in Section 5.4,

we assess how robust our approaches are against instances from different distributions.

5.1 Experimental setup

The three proposed ML models (FCN, CNN, UNet) described in Section 4 were implemented in Python

3 using the scikit-learn (Pedregosa et al., 2011) ML library. The libraries of Keras were used to design

deep learning models. IBM ILOG CPLEX 20.1.0 was used as the MILP solver. The code responsible

for loading the input data, querying the ML models, and constructing the MILP models was also

written in Python 3. All MILP problems were solved on a Linux machine equipped with a 12-core (2

threads per core) Intel Core i7 processor clocked at 3.4 GHz with 16 GB RAM.
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As mentioned in Section 4.1, we have access to 14 real-life instances (see Table 4) that we kept

for our main tests. From these instances, we have generated 1,400 artificial instances that form the

training and validation datasets. Moreover, using the same procedure described in Section 4.1, we

generated from each original instance 10 additional instances to be used during the testing phase.

Finally, to test the robustness of our best solution approaches to larger input data variations, we also

generated 10 other artificial instances based on a similar but different distribution. We describe how

these instances were generated in Section 5.4.

5.2 Evaluation of the predictors

The three ML models have been trained using the training and validation datasets. In total, it takes

approximately 10 minutes, two hours and one hour for training the feature-enhanced FCN, CNN, and

UNet models, respectively, i.e., when considering the X3 and X4 feature vectors.

In this section, we evaluate the performance of these three ML models on the test dataset (composed

of 140 artificial instances). For the evaluation metric, we use the area under the Receiver Operating

Characteristic (ROC) curve (Fawcett, 2006). Figure 1 shows the average of the curves over the 96

periods, for each predictor. A ROC curve depicts the true and false positive rates on the y and x axes,

respectively. The point in the upper left corner of the ROC space is where the ROC curve of a perfect

predictor would touch. A random predictor would yield a diagonal line from the bottom left corner

to the top right corner as shown in Figure 1. To compare the performance of multiple predictors,

one can, thus, compare the areas under their ROC curves. Larger areas (close to 1) indicate a better

predictor. Thus, we observe in Figure 1 that UNet*, UNet, and CNN* predictors have the highest

areas under the ROC curves (approximately 0.947, 0.942, and 0.941), indicating that the other models

are outperformed by them.

Figure 1: The ROC curves of the six predictors

We have observed that the performance of each ML model may vary greatly depending on the

period of the day. Indeed, it is easier to predict when shifts should start at the beginning of a day

when the demand is increasing, than in the middle of the day when demand is steady but some shifts

must start because previous shifts are ending. On the contrary, for ending periods, the predictors have
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a better performance at the end of the day when demand is decreasing than in the middle of the day.

To account for this instability in the prediction performance, we propose to not forward the output of

the ML models directly to the shift enumeration procedure. Instead, similar to the approach of Xavier

et al. (2020), for each period, the output of a predictor is accepted only if both the recall and precision

metrics of this predictor on the validation dataset surpass a predetermined threshold (α). Hence, if the

performance of a predictor for a specific period is not acceptable, that period is considered a potential

shift starting/ending period.

To show how the value of α impacts the performance of the optimization heuristics, we conducted a

sensitivity analysis. First, we solved all 140 artificial test instances using an (almost) exact algorithm,

i.e., using the MILP model with fully enumerated shifts and an optimality gap tolerance of 0.01%.

Then, we solved again these instances with MILP-CNN*, MILP-FCN*, and MILP-UNet* using dif-

ferent values of α, ranging between 50% and 70%. The results of these experiments are summarized

in Figure 2. The box plots in Figure 2a provide the percentage of the reduction in the number of

variables achieved by the predictors compared to the full model (the higher the better). Figure 2b

reports the difference in percentage between the values of the solutions computed by the heuristics and

the exact algorithm, called the error (the lower the better). Finally, Figure 2c specifies the speedup in

computational time achieved by the heuristics (the higher the better).

(a) Problem size (b) Solution quality

(c) Speedup

Figure 2: Sensitivity to α

These results show that setting a larger threshold value for the acceptance of the predictor’s output

in the optimization heuristics yields, as expected, a better solution quality but at the expense of a

smaller computational time speedup. MILP-FCN* reduces fewer variables which indicate the recall
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or precision of the classifier is less than α for most of the periods and consequently its output is

not accepted. More reduction in the number of variables and less error of MILP-UNet* shows its

better performance than the other two heuristics, which is consistent with the performance of the

predictors observed in Figure 1. We conducted the remaining tests using MILP-UNet* and MILP-

UNet. Furthermore, to obtain a good speedup, we set α = 50%.

5.3 Evaluation of the optimization heuristics

In this section, we evaluate the performance of the proposed optimization heuristics on the reference

dataset by comparing the following eight different algorithms:

1. Exact: Exact algorithm where the MILP model (1)–(11) is solved considering all possible shifts,

a tolerance on the optimality gap of 0.01%, and a time limit of 20,000 seconds;

2. Tol-1%: Same as Exact except that the optimality gap tolerance is set to 1%;

3. Tol-5%: Same as Exact except that the optimality gap tolerance is set to 5%;

4. LPF: A heuristic that i) solves the linear relaxation of the MILP model with the complete set

of shifts, ii) fixes to 0 all zs,e,j variables taking value 0 in the linear relaxation solution, and iii)

solves the resulting model with an optimality gap tolerance of 1%;

5. PSD: The parallel stimulation of disruptions heuristic of Hassani et al. (2021);

6. MILP-UNet: The proposed heuristic described in Section 4.5 that filters out shifts by applying

a UNet ML model considering only the X1 and X2 feature vectors;

7. MILP-UNet*: Same as MILP-UNet except that the X3 and X4 feature vectors are also considered

in the UNet model;

8. LPF-UNet*: Same as MILP-UNet* except that all zs,e,j variables that take a positive value in

the linear relaxation solution cannot be filtered out.

The 14 real-life instances of the reference dataset were solved using each of these algorithms. We

report the results of these experiments in Tables 8 to 10. For each instance and each algorithm except

the Exact algorithm, Table 8 provides the increase (in percentage) of the cost of the computed solution

with respect to the cost of the solution obtained by the Exact algorithm. For each instance and each

algorithm, Table 9 indicates the computational time (in seconds) required by each algorithm. For

each instance, Table 10 specifies in the second and third columns the total numbers of variables and

constraints in the MILP model (1)–(11), when all shifts are considered in the algorithms Exact, Tol-

1%, and Tol-5%. The last four columns give the percentage of variables that are removed by the
corresponding heuristic. Note that no such statistic is reported for the PSD heuristic as it builds the

shifts dynamically and does not rely on a MILP model. In all these tables, averages over all instances

are reported in the last row and the best result for each instance and on average is highlighted in bold.

From these results, we make the following observations. The computational times required by the

Exact algorithm clearly show the need to develop a more sophisticated exact solution algorithm or to

resort to a heuristic for solving the instances in acceptable computational times (say, less than one

hour for the largest instances). In particular, we observe that the 20,000-second time limit is reached

for 4 of the 14 test instances. A simple heuristic consists in using the same MILP model (with all shift

variables) and running the same algorithm but increasing the optimality gap tolerance as in algorithms

Tol-1% and Tol-5%. With these heuristics, the average computational time decreases but remains large

for some of these instances. Furthermore, the solution costs become less controllable without a larger

tolerance, yielding an average cost increase of 1.87% for heuristic Tol-5%.
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Table 8: Cost increase (in %) with respect to best solution cost

Inst. Tol-1% Tol-5% LPF PSD MILP-UNet MILP-UNet* LPF-UNet*

1 0.1 0.1 4.5 1.1 0.6 0.2 0.2
2 0.2 0.2 4.0 2.1 4.0 2.3 0.4
3 0.2 4.7 2.0 6.9 1.1 1.1 0.3
4 0.4 2.0 2.2 2.3 1.0 0.4 0.3
5 0.4 0.4 1.8 4.4 3.6 2.1 0.2
6 0.6 2.0 3.9 3.1 1.3 0.8 0.6
7 0.6 1.3 2.0 2.2 2.3 1.2 0.7
8 0.9 3.2 1.7 3.4 1.4 1.3 0.6
9 0.8 0.8 4.5 2.4 0.7 0.5 0.1
10 0.9 0.9 1.4 2.9 1.4 0.9 0.0
11 0.2 1.7 3.8 1.3 0.4 2.3 0.1
12 0.1 4.8 1.9 0.0 0.7 2.9 1.0
13 0.0 2.5 4.0 5.4 5.1 1.3 0.0
14 0.7 1.6 0.4 0.1 0.7 0.6 0.7

Avg. 0.44 1.87 2.72 2.69 1.74 1.28 0.37

Table 9: Computational times (in seconds)

Inst. Exact Tol-1% Tol-5% LPF PSD MILP-UNet MILP-UNet* LPF-UNet*

1 86 33 33 3 31 9 9 11
2 316 103 103 8 15 14 18 19
3 119 48 40 3 48 10 11 22
4 13,349 851 217 11 117 107 97 98
5 335 121 121 5 74 21 24 38
6 5,575 581 204 11 166 60 39 107
7 20,000 3,416 2,047 19 134 690 372 418
8 20,000 18,170 376 24 330 240 233 554
9 2,147 295 295 12 138 46 63 82
10 3,112 701 704 52 179 144 108 285
11 4,296 3,134 517 131 109 269 91 94
12 20,000 12,442 1,873 268 242 927 280 1,283
13 20,000 6,713 6,175 3,431 272 852 907 6,109
14 6,129 3,643 2,480 11 828 273 180 322

Avg. 8,247 3,589 1,084 285 192 262 174 674

Table 10: MILP model size

Inst.
Exact/Tol-1%/Tol-5% Percentage of removed variables (in %)

Constraints Variables LPF MILP-UNet MILP-UNet* LPF-UNet*

1 3,028 200,587 86.5 66.6 70.7 67.8
2 3,228 132,519 79.4 64.9 65.5 65.4
3 3,368 222,366 87.6 63.9 68.1 68.1
4 3,768 238,333 88.3 66.9 69.2 69.1
5 6,056 444,290 87.8 65.7 69.9 69.9
6 6,316 270,375 79.8 63.3 66.5 62.2
7 6,456 475,964 88.5 70.3 71.9 71.8
8 7,256 487,176 88.6 65.8 69.1 69.0
9 7,220 1,043,674 94.7 78.6 80.4 80.4

10 7,720 2,032,079 97.2 80.1 82.5 82.5
11 10,148 1,363,589 94.0 79.7 82.2 82.2
12 10,888 2,646,682 96.9 82.1 84.7 84.7
13 12,632 1,577,112 93.0 68.4 74.6 74.5
14 14,440 3,375,548 96.7 81.1 84.2 84.2

Avg. 89.9 71.2 74.3 73.7

The heuristic LPF removes the largest number of variables in all instances. It is the fastest for

most instances but requires a relatively large amount of time for instance 13. Furthermore, it yields
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the largest average cost increase (2.72%). As for PSD, the average quality of its solutions is similar to

that of those produced by LPF, but with a larger variance. It is, however, faster on average, especially

because it terminates very rapidly for instance 13 with the worst solution among all heuristics.

The last three heuristics apply ML to filter out variables. In particular, the heuristics MILP-UNet

and MILP-UNet* are identical except that the latter considers additional features collected from the

linear relaxation solution. We observe that this is highly profitable given that it allows removing more

variables on average (74.3% versus 71.2%) yielding faster average computational times (174 versus 262

seconds). Furthermore, the average cost increase is reduced by 26%. Finally, LPF-UNet* retains only

a few more variables than MILP-UNet* but yields much higher quality solutions (with an average cost

increase of only 0.37%) in a larger average computational time (674 versus 174 seconds). This much

larger average time is again due to the effort spent solving instance 13.

To summarize, Figure 3 represents the performance of each heuristic with a point in a Cartesian

coordinate system where the (broken) x-axis and the y-axis correspond to the average computational

time and average cost increase, respectively. This plot allows us to clearly identify two Pareto-optimal

algorithms. MILP-UNet* yields the smallest average computational time (174 seconds) and an average

cost increase of 1.28%. On the other hand, LPF-UNet* produces the smallest average cost increase

(0.37%) in an average computational time of 674 seconds. All other heuristics are dominated by these

two algorithms. Therefore, if short computational times are sought, the heuristics MILP-UNet* and

LPF-UNet* proposed in this paper and relying on an ML model to reduce the number of variables

seem to be the most appropriate.

Figure 3: Heuristic performance summary

5.4 Out of distribution results

So far, we performed computational experiments on instances that share the same distribution with

the training dataset. For evaluating our best heuristics on problem instances that arise from a different

distribution, we have generated a new set of instances (10 instances for each of the 14 original instances)

using the procedure described in Section 4.1 except for the following three aspects:

1. Instead of perturbing the demand on only 10% to 20% of the periods, demand noises are applied

to all periods (when the job is active);

2. A larger variance is selected for the Gaussian noise, i.e., σ = 0.4× djp instead of σ = 0.2× djp;



Les Cahiers du GERAD G–2022–29 18

3. A positive noise is always added as follows: djp ← djp + |dxe|, where x is sampled from a random

distribution N (0, σ2). This yields an increased demand;

4. To perturb the employee availability, we pick d2%× |E|e employees randomly (instead of d1%×
|E|e) and make them unavailable throughout the week.

The mean and standard deviation of the demand per job and period (excluding the overnight periods

when a job is inactive) in this new dataset and the training dataset is (2.88, 2.75) and (2.37, 2.07),

respectively. To determine whether these means are equal or significantly different, we implemented a

two-sample Student’s t-test, where null hypothesis was “the two means are equal” and the alternative

hypothesis was “the two means are different”. The p-value obtained from this test is 1.4e-06. Assuming

a significance level of 0.01, this p-value indicates that the means are statistically different. Therefore,

we conclude that the demand distribution of the new dataset is significantly different from that of the

training dataset.

These 140 out-of-distribution test instances are grouped into 14 sets of 10 instances, one for each

original instance. They are denoted O1, O2, ..., O14. Each of these instances was solved using three

algorithms: Exact, MILP-UNet*, and LPF-UNet*. The results of these experiments are reported in

Table 11. Each line indicates the average results obtained for an instance set, namely, the average time

(in seconds) required by each algorithm as well as the average increase (in percentage) of the solution

cost obtained by the two heuristics compared to the optimal value computed by the Exact algorithm.

The last row reports averages over all instances.

From these results, we first observe that these instances are much easier to solve than the original

ones. Indeed, the Exact algorithm can solve all of them within the time limit and in an average time

of 239 seconds, which is much less than the 8,247 seconds achieved for the original instances. This

is due to an increase in the number of under-coverings (as the demand is larger and the employee

availability slightly less) that induces the largest proportion of the solution cost. It then becomes

easier to find a feasible solution within the 1% tolerance on the optimality gap. Next, we observe that

both MILP-UNet* and LPF-UNet* substantially reduce the computational times with respect to the

Exact algorithm, by 91% and 88%, respectively. Like with the original instances, LPF-UNet* requires

larger computational times than MILP-UNet* but produces better quality solutions. Overall, we can

say that the performance of these two heuristics is maintained in these out-of-distribution instances.

Table 11: Results on the out-of-distribution instances

Exact MILP-UNet* LPF-UNet*

Time Time Cost increase Time Cost increase
Inst. set (s) (s) (%) (s) (%)

O1 22 4 2.7 6 0.9
O2 13 5 0.9 5 0.1
O3 25 7 1.3 9 0.2
O4 29 8 1.2 10 0.3
O5 46 14 2.0 19 0.2
O6 63 11 2.0 11 0.7
O7 62 17 1.4 24 0.6
O8 353 47 1.1 28 0.9
O9 51 8 1.4 9 0.3
O10 118 14 0.9 28 0.7
O11 144 16 0.9 23 0.4
O12 460 37 1.5 54 0.1
O13 266 39 1.9 62 0.9
O14 1,689 79 2.3 101 0.6

Avg. 239 22 1.54 28 0.49
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6 Conclusion

In this work, we have studied a flexible personnel scheduling problem that involves a large number

of potential work shifts. To efficiently solve this problem, we have proposed three ML models to

predict the starting and ending times of the shifts and use these predictions to filter out from a MILP

model shift variables associated with shifts that have a low probability of being selected. Different

heuristics based on this approach were devised and two of them provided Pareto-optimal results on 14

real-world test instances. Indeed, the MILP-UNet* heuristic was the fastest with an average speedup

factor of 47 compared to an Exact algorithm but yielded an average cost increase of 1.28%. Even

when compared to the state-of-the-art neighborhood-based heuristic PSD, MILP-UNet* shows a much

more robust behavior being capable of finding better quality solutions in similar computing times. On

the other hand, the LPF-UNet* heuristic was able to compute high-quality solutions with an average

cost increase of 0.37% but was slower with a speedup factor of 12. These results clearly show the

potential to design efficient solution approaches by combining state-of-the-art techniques from ML and

mathematical programming.

For future research, we envision using ML to select from the history (previous weeks/months) a

small subset of shifts or complete schedules for some employees (e.g., the regular employees) and to

restrict the optimization model to the selected shifts/schedules for these employees. This seems an

interesting strategy to further speed up the solution process without losing on solution quality.
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