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Proceedings of the ninth Montréal
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Préface

Le Neuvième atelier de résolution de problèmes industriels de Montréal, qui eut lieu du 19 au 23 août 2019,
fut organisé conjointement par le CRM et l’Institut de valorisation des données (IVADO). Il attira plus de 100
participants et permit à neuf équipes d’examiner des problèmes fournis par le Conseil national de recherches
du Canada (CNRC) et cinq compagnies ou institutions : Radio-Canada, l’Autorité des marchés financiers
(AMF), Air Canada, Desjardins et Co-operators. Quatre de ces compagnies ou institutions étaient déjà des
partenaires d’IVADO : seule la compagnie Co-operators ne l’était pas mais elle apporta une contribution
financière à l’organisation de l’atelier. Le CNRC et l’Institut canadien des sciences statistiques firent aussi
une contribution à l’atelier.

Les problèmes provenaient de domaines variés et requéraient des expertises diverses. Les problèmes soumis
par Radio-Canada et l’AMF relevaient du traitement de la langue naturelle : Philippe Langlais (U. de
Montréal) et Jian-Yun Nie (U. de Montréal) coordonnaient respectivement les équipes qui les ont examinés.
Air Canada fournit trois problèmes à l’atelier : deux problèmes reliés à la gestion du revenu et un autre
sur l’optimisation d’un programme de fidélité (Aeroplan). Les équipes étudiant les trois problèmes d’Air
Canada avaient pour coordonnateurs respectifs Fabian Bastin (U. de Montréal), François Bellavance (HEC
Montréal) et Margarida Carvalho (U. de Montréal).

La compagnie Desjardins soumit un problème de segmentation et lissage de territoires dont les coordonnateurs
étaient Philippe Gagnon (Oxford et U. de Montréal) et Juliana Schulz (HEC Montréal), et Co-operators un
problème sur la détection de fraudes dont le coordonnateur était Anas Abdallah (McMaster). Le CNRC
fournit un problème de représentation de structure requérant une expertise en intelligence artificielle : Guy
Wolf (U. de Montréal) était le coordonnateur de ce problème. Le deuxième problème du CNRC fut soumis
par des astronomes et portait sur la détection de radio-fréquences dans le cadre de la surveillance d’un site :
le professeur Chris Budd (Bath) coordonnait les travaux de l’équipe examinant ce problème.

Je remercie chaleureusement nos partenaires industriels et institutionnels, les coordonnateurs des équipes,
ainsi que les responsables de la rédaction des rapports inclus dans les comptes rendus, en particulier David
Alfonso Hermelo, Pan Du, Gabriel Lemyre et Adel Nabli (de l’Université de Montréal), Mohammad Daneshvar
et Francis Duval (de l’Université du Québec à Montréal), Michael Lindstrom (de UCLA), Scott Gigante (de
l’Université Yale) et Chris Budd (de l’Université de Bath). Le succès de l’atelier est le fruit de leurs efforts
et de leur enthousiasme! Finalement j’exprime toute ma reconnaissance à Karine Hébert, qui m’a aidée à
mettre en forme ces comptes rendus.

Odile Marcotte
Professeure associée, UQAM
Membre associé, GERAD
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Foreword

The Ninth Montreal IPSW took place on August 19-23, 2019, and was jointly organized by the CRM
and IVADO (Institute for Data Valorization). The workshop welcomed more than 100 participants and
allowed nine teams to study problems submitted by the National Research Council of Canada (NRC) and
five companies or institutions: Radio-Canada (the French network of the CBC), the Autorité des marchés
financiers (AMF) of the Québec Government, Air Canada, Desjardins, and The Co-operators. Four of these
companies were already IVADO partners: The Co-operators was not an IVADO partner but made a financial
contribution to the workshop, as did the NRC and CANSSI (the Canadian Statistical Sciences Institute).

The problems submitted to the workshop were varied and required expertise from diverse fields. Those
submitted by Radio-Canada and the AMF required expertise in NLP (Natural Language Processing): Philippe
Langlais (U. de Montréal) and Jian-Yun Nie (U. de Montréal) were the respective coordinators of the
teams studying these problems. Air Canada provided the workshop with three problems, i.e., two problems
in revenue management and a third on the optimization of a loyalty program (Aeroplan). The three
corresponding teams were led (respectively) by Fabian Bastin (U. de Montréal), François Bellavance (HEC
Montréal), and Margarida Carvalho (U. de Montréal).

An insurance group within Desjardins submitted a problem on the geographic stratification of risk, whose
coordinators were Philippe Gagnon (Oxford and U. de Montréal) and Juliana Schulz (HEC Montréal). The
Co-operators submitted a problem on fraud detection: its coordinator was Anas Abdallah (McMaster). The
NRC submitted two problems: one on structure representation, whose team was led by Guy Wolf (U. de
Montréal), a researcher in artificial intelligence; and another on the unsupervised learning of novel RFI
sources. The latter problem was submitted by a group of astronomers and was studied by a team led by
Professor Chris Budd (Bath).

I extend my warmest thanks to our industrial and institutional partners, to the team coordinators, and to
the persons responsible for the reports found in the proceedings, in particular: David Alfonso Hermelo, Pan
Du, Gabriel Lemyre, and Adel Nabli (Université de Montréal); Mohammad Daneshvar and Francis Duval
(Université du Québec à Montréal); Michael Lindstrom (UCLA); Scott Gigante (Yale); and Chris Budd
(Bath). The workshop was successful because of their contributions and enthusiasm! I am also very grateful
to Karine Hébert, who helped me put these proceedings together.

Odile Marcotte
Adjunct Professor, UQAM
Associate member, GERAD
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1.1 Introduction

Radio-Canada publishes between 450 and 600 news articles in French per day on the website ici.radio-
canada.ca (https://ici.radio-canada.ca/). To facilitate their publication on Radio-Canada’s platforms,
these articles are annotated by the authors with one of 26 themes (e.g. sports, politics) and optionally
annotated using 464 subthemes (e.g. cricket, hockey, provincial politics, federal politics). The themes
and subthemes help both the human reader and the search engine crawlers find information in the correct
domain of interest, browse multiple news connected by themes, and thematically limit the field of research
of a specific article.

Tagging articles with themes and subthemes can be a delicate and time-consuming task. The journalists
and content editors who are in charge of choosing the theme might not always agree on how to classify a
particular article. Moreover, depending on the date, context, and personal preference, one slightly ambiguous
article can be classified in a non-evident theme. Subthemes are very numerous, and sifting through them
can become tiresome. Consequently Radio-Canada wishes to improve the consistency of their classification
and reduce the amount of effort for journalists and content editors by proposing automatically detected
themes and subthemes.

In addition Radio-Canada wishes to enrich the content description of each article with keywords. Because
the idea of having keywords was not introduced in the journalistic domain until very recently, in their current
state, ici.radio-canada.ca articles do not include them. We were therefore also tasked with the automatic
extraction of keywords from the article content. The ideal solution would allow not only to offer keyword
suggestions to journalists and content editors but also to label automatically the articles made available
to us.

For this task Radio-Canada provided us with 901,156 news articles in French taken from a database
export for the content published over the last few years.

1.2 Pre-workshop data preparation

For the sake of efficiency, and to avoid consuming too much of workshop time distributing, reading, and
formatting the data provided, some preparation was carried out before the workshop. Vincent Barnabé-Lortie
and Fabrizio Gotti worked extensively on the data during the week prior to the workshop. The latter
facilitated the acquisition of the data, saved it in a convenient format on a RALI server, and developed a
dedicated Application Programming Interface (API) for efficient access to the data. He also acquired some
potentially useful auxiliary data.

1.3 Data analysis

Before we could translate the industry problems into implementable tasks and sub-tasks, we needed to look
at the data and understand what were the tools and raw material at our disposal.

With the help of Vincent Barnabé-Lortie, we deduced the following regarding both the structure of the
data/meta-data and the journalists’ procedures when submitting an article:

• Each article mainly consists of a title, a summary, a lead paragraph, the body (all the paragraphs),
the theme and, optionally, the subtheme.

• Some articles may be empty for some of the sections mentioned above: this mainly happens in the
case of news tickers, which do not have the traditional structure of an article per se.

• Some of the themes and subthemes in the taxonomy are deprecated and no longer used, even though
they do appear in the data corpus.

• The journalists and content editors are required to specify one theme (and only one) for the article
among the existing options.

• One of the themes in the taxonomy is called Aucun thème sélectionné (“No theme selected”) and it
seems to be used for articles written before the theme/subtheme taxonomy was fully established.

https://ici.radio-canada.ca/
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• It is not mandatory for the journalists and content editors to specify a subtheme, but there is virtually
no limit on the number of subthemes an article may contain.

• There is no procedure that allows the journalist or content editor to propose a list of keywords for
each article.

• One of the tools provided by Radio-Canada was a dictionary linking subthemes to themes, but we
observed that this theme/subtheme link was not always respected (as further shown in Section 1.4).

1.4 Some statistics

Before continuing with the description of the tasks, we present some statistics on the data, which served as
a guide in the resolution of the problems at hand. The observations derived from Figures 1.1, 1.2, 1.3, 1.4,
and 1.5 led us to formulate the methods required to clean the data.

Figure 1.1: Distribution of the number of articles over the themes, showing some themes are not active in the whole data
set.

As shown in Figure 1.1 some themes are not active or have a small frequency. This is also the case for
subthemes. This means that the distribution is unequal and possibly biased towards certain themes, as we
describe in the following sections.

In Figure 1.3 we observe that the subthemes labelling is very imbalanced. The top three most frequent
subthemes are Hockey, Politique provinciale, and Éducation.

It is worth noting that some subthemes are not linked to one specific theme but to several themes (e.g.
the subtheme Mental health is often linked to the themes Health, Society, Miscellaneous news, etc.). This
is further analyzed in Figures 1.4 and 1.5.

1.5 Data cleaning and splitting

As a group we agreed on the need to clean the data and use the same subsets to train our models and
evaluate ourselves if we wanted our results to be comparable.

As we mentioned in Section 1.3, providing a subtheme is not mandatory for publishing an article on the
site ici.radio-canada.ca. This means that a lot of the articles have a theme but no subtheme. In order to
work on an equal footing when using themes and subthemes classifiers, we decided to remove all articles
that did not contain both a theme and (at least) one subtheme.

There is one theme that corresponds to “No theme selected.” Since this null-theme matches no specific
domain, we chose to remove all articles labeled with this theme from our data set.
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Figure 1.2: Excerpt of the distribution of the 50 most frequent subthemes over the number of articles, showing the most
common subthemes in the data set.

Figure 1.3: Sorted distribution of the subthemes over the number of articles, showing that the distribution of subthemes
is also imbalanced.

Figure 1.4: Excerpt of the heat-map of the themes (horizontal) and subthemes (vertical) correspondence, showing sub-
themes spread over numerous themes. This indicates that some subthemes are not limited to specific themes.

After cleaning the total number of articles fell from around 900,000 to approximately 240,000 (25%).
Then the remaining data was split into three parts: the training set, the validation set, and the test set.
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Figure 1.5: Excerpt of the heat-map of the themes (horizontal) and subthemes (vertical) correspondence, showing sub-
themes very focused on one or very few themes. This indicates that some subthemes are rather exclusive to a specific
theme.

After having randomized the whole data set, of the total of 240,000 articles 80% were assigned to the
training set, 10% to the validation set, and another 10% to the test set. This was carried out once and
distributed to the whole team so we could train, validate, and test each model on the same subsets.

We also chose a specific output format of the various classifiers we tested and an evaluation protocol for
which an algorithm was implemented (in order to ensure evaluation uniformity across all the sub-teams).
Despite having spent one week to prepare the data before the workshop, the team spent more than a day to
choose a way to clean the data and to do the actual cleaning.

1.6 Theme and subtheme classifiers

The first task consisted in training classifiers in a supervised way in order to predict the theme or the
subthemes of an article, based on its text content.

Due to time constraints, we tested two well-established feature-based approaches, namely Logistic
Regression and Support Vector Machines (Cortes et Al. [2]), as well as two approaches based on deep
learning, namely BERT (Devlin et al. [3]) and fastText (Joulin et al. [4]). It is important to stress that
many of those algorithms are controlled by hyper-parameters that we did not have time to investigate in
depth.

All resulting scores are shown in Table 1.1.

Table 1.1: Classification task scores.

Sub-task Classifier Precision @1 Recall @1 F1 @1

Theme identification BERT 75.4% 75.4% 75.4%
Theme identification fastText 77.6% 77.6% 77.6%
Theme identification Logistic regression 77.8% 77.8% 77.8%
Theme identification SVM 78.7% 78.7% 78.7%

subtheme identification BERT 7.1% 5.8% 6.4%
subtheme identification fastText 71.1% 58.1% 63.9%
subtheme identification Logistic regression n/a n/a n/a
subtheme identification SVM n/a n/a n/a

1.6.1 Logistic regression

We first experimented with a classifier built on logistic regression (logit). To do so, we converted each
article’s text to a bag-of-words representation, in this case a matrix of TF-IDF features. More precisely the
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title, lead, and body of each article are concatenated and tokenized; then the frequency of each word is
recorded.

A vector representation of this bag-of-words is produced, where each dimension corresponds to a given
word. Each article is therefore represented by a vector of dimension V , the size of the vocabulary minus
stop words, which were ignored. The value of each coefficient is computed with the standard TF-IDF score.
Very roughly this means that frequent words in a document get rewarded by this score if they are not too
frequent in the other articles. Training such a model amounts to learning to weigh each dimension (word) of
the associated vector space representation so as to minimize classification error. The advantage of such a
technique is that we can observe the learned weights and see what the model thinks about the importance
of a specific word for a given theme (or subtheme). We used Scikit-Learn (nearly in its default setting) for
training the model. A modest number of hyper-parameters were tried but they yielded very closely grouped
performance results, ultimately.

1.6.2 SVM

Support Vector Machines have often been reported as robust classifiers. Therefore we tested one such
approach. The feature representation was very similar to the one given to the Logistic Regression method.
Here we attempted to boost the weight of certain excerpts of the article (notably the summary and title),
reasoning that the words in these sections are more informative, but to no avail. The TF-IDF vectorization
scheme proved to be of little help and the raw counts yielded very acceptable results, reported here.

We used the implementation in Scikit-Learn and its SGDClassifier classifier with almost all of the
default arguments except for the random state value (42), the maximum of iterations (limited to 16), and
the tolerance (None). Notably the number of iterations had the greatest impact on performances.

This model yielded the best accuracy as a theme classifier. It is worth noting that both the Logistic
Regression and SVM models can run on ordinary CPUs and do not require GPUs (graphical processing units).

1.6.3 BERT

BERT (Devlin et al. [3]), an acronym meaning Bidirectional Encoder Representations from Transformers,
leverages a powerful bidirectional Transformer (an attention model) in order to tackle a remarkable variety
of NLP tasks with state-of-the-art results, including sentiment analysis and question answering.

BERT is a pre-trained model. It provides contextual embeddings of the words (or fragments of words) in
a sentence and can ultimately be used to extract a vector representation of a sequence of tokens. For a
particular task the model is fine-tuned in order to obtain a representation better tailored to the task, while
its output is fed to a small additional layer that performs classification, for instance.

For the theme/subthemes classification task, we gave BERT the first 128 tokens of the article body
and took the embedding of the first token (corresponding to the “Start” symbol) to be our sentence
representation. This representation is then fed to two distinct linear layers followed by softmax layers (for
themes and subthemes). We used a cross-entropy loss for training. For subthemes experiments were made
using a multi-label objective but this method showed really weak results and we finally chose a cross-entropy
loss using only the first subtheme as gold-standard label.

Training is carried out using Adam with a learning rate of 10−5. For these experiments we used a pytorch
implementation of BERT (pytorch-transformers) and the bert-base-multilingual-cased pre-trained
model. The latter supports multiple languages (including French).

1.6.4 fastText

Another popular and recent neural network model we tested is fastText, from Facebook’s AI Research
lab (Joulin et al. [4]). The fastText model allows vector word representations based on the sum of their
characters’ n-grams; it has been shown to be specially useful for text classification tasks where classes
are imbalanced and when time is limited (which was the case within the context of the workshop). Its
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performances are often on a par with those of deep learning approaches but it can be trained much faster.
Moreover one of the reasons fastText was created was to handle and leverage morphologically rich languages
such as French.

We used the basic available model and chose, as hyper-parameters, a learning rate of 1.0, with an
embedding vector dimension of 50, a word n-gram length of 2, a bucket value of 200,000, and we trained
for 40 epochs. The classification task consists in representing each word by a vector of size 50 for a given
article, then averaging them to produce a single vector representation of the article. This in turn is fed to a
linear classifier with a hierarchical softmax.

This strategy allowed us to obtain a very good score for theme classification and the best score for
subtheme classification.

Contrary to the Logistic Regression and SVM models, the BERT and fastText models must run
on highly potent GPUs in order to obtain results relatively quickly. BERT was trained using four
Nvidia RTX 2080 Ti and convergence was achieved after approximately 2 hours. The fastText model was
trained using one Titan XP and convergence was achieved after approximately 4 hours.

1.6.5 Future work

An obvious conclusion drawn by the classifier sub-teams is that in order to gain a better understanding of
the data, we need to make a better analysis of the labelling done by the journalists. Understanding their
priorities when they label an article with a specific theme or subtheme is key to understanding how clean or
uniform the data is.

For the theme classification task the best performing model was SVM. We expected it to outperform the
Logistic Regression model but we were surprised by the lower performance of the deep learning approaches.
Several reasons can explain this, among which the relatively small training set and the multilingual embeddings
we used to seed the model.

There is yet room for improvement. Even with our best efforts there is only so much we can do in just
one week of work with the data. Our highest F1 score for theme (resp. sub theme) classification is 78.7%
(resp. 63.9%). We believe these scores can be improved by testing other models, better adjustment of the
hyper-parameters, or even an automatic data cleaning for themes that are labelled ambiguously.

1.7 Keyword extraction

In order to allow an improved article access to the potential reader, the theme is not always enough. This is
because themes and subthemes only represent a more or less general thematic domain while, very often, the
reader has a greater interest in a specific subject. This is where keywords become useful.

Since the database does not have any keyword annotations and we lack a large number of readers-
annotators to extract or pinpoint keywords manually or label each one of the 900,000 articles with multiple
keywords, we chose to design an automatic keyword extraction method. This method should analyze the
content of the article in order to deduce what words (or groups of words) would be representative keywords.

The greatest difficulty we encountered when designing this method was its evaluation. Without a
keyword-annotated corpus we were unable to produce any evaluative test other than the superficial human
analysis of some very limited examples. We still spent some time deploying mainly two core technologies,
which we describe below.

1.7.1 DBpedia Spotlight

DBpedia Spotlight (Mendes et al. [5]) is an open-source free tool that allows to connect text to existing
entries of Wikipedia and DBpedia. Basically, by giving the body of the article to the tool, we are able
to extract the words and groups of words that appear both in the article and as encyclopedic/ontological
entries in those resources.
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After running this tool we were able to extract 14,867,719 keywords from the 901,156 articles. This
represents an average of 16.5 keywords per article. An excerpt of an article with the extracted keywords can
be seen in Figure 1.6.

Figure 1.6: Excerpt of an article and keywords extracted by DBpedia Spotlight.

1.7.2 YAKE

Yet Another Keyword Extractor (YAKE) (Campos et al., [1]) is also a free open-source tool to extract
keywords. The main difference is that YAKE is completely language independent and instead of mapping
words to encyclopedic entries, is based on the word frequencies, their locations in sentences, named entities
indicators, etc. This means that it extracts much more potential keywords but also much more noise as can
be seen in Figure 1.7.

Figure 1.7: Excerpt of an article and keywords extracted by YAKE.

1.7.3 Future work

Concerning the keyword extraction task, we already have results but we lack the evaluation tools to test
them. Had we had more time, we could have explored some ways of testing them.

One way would have been to run both these tools on keyword-labeled data and compare the output
results with the human labels. Our guess is that this method would have had a very low precision score,
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because the algorithms are not able to detect which keywords are representative of the whole article as well
as a human annotator can.

Another evaluation strategy we could have used is human evaluation. By detecting all the keywords
from the keywords extraction tools and having them analyzed by a jury of annotators, we would have been
able to determine with a great precision whether the method is up to human standards. Nevertheless this
would have been extremely time-consuming and costly since we would have needed at the very least three
human annotators working on a sample set big enough to be representative. Each annotator would have
had to read every article and analyze the keywords that were extracted.

Another choice would have been to annotate our corpus with the keywords from each system and to see
whether they improve the results from our theme/subtheme classification task.

1.8 Conclusion

We had two tasks for this workshop: classify articles by themes and subthemes based on their content
and automatically extract keywords. For the first task we proposed four different systems rendering very
close results: one based on Google’s BERT model, one based on Facebook’s fastText model, one based on
the logistic regression approach, and one based on the SVM approach. The classification sub-tasks were
evaluated by comparing the top prediction of the model to the human-annotated label. For the theme
classification sub-task, the SVM returns the best result of all but by a 3% difference only. For the subtheme
classification problem, we experimented with only two out of the four methods (fastText yielded the best
result).

The theme/subtheme classifiers help the journalists and content editors and save them the time to
search potential themes and subthemes to classify each new article. The keyword extractor allows one to add
content metadata to the already existing article database. Both tasks could be further improved in many
ways but this would require an even more profound analysis of the data annotation and an implementation
of a keyword extraction evaluation.
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Abstract: This report describes some attempts to alleviate the burden of end users in their search for relevant

regulations and law clauses within the official documents hosted by the Autorité des Marchés Financiers (AMF). We

implemented a role-oriented interactive search engine for legal document retrieval. This specialized search engine, different

from a general search engine, addresses two specific problems: (i) the domain-specific term-mismatch problem, and (ii)

the role-oriented scope search problem. To address these problems we first extracted from the legal documents a taxonomy

providing associations between the concepts. This taxonomy is used to expand a user’s queries. Scopes for various roles

in the legal field were also extracted and the legal documents were segmented based on the roles. This allows a search to be

more restricted: a query for a role will only retrieve a list of results that are relevant for the role. The search engine was

built upon a popular general-purpose open-source search engine (Indri) and includes the proposed enhancements. This

work tested the feasibility of some approaches to legal document retrieval for the AMF; it can lead to further developments.

2.1 Introduction

The mandate of the Autorité des Marchés Financiers (AMF) is to develop and monitor the application

of financial sector regulations for Québec and foreign companies offering financial products in Québec.

A number of official documents such as the legislation, regulations, notices, and other legal documents

for securities professionals1 are made available to the public on the AMF web site. In general these

regulations have some structure and include in particular:

• definitions of various entities (for instance the definition of “derivative”);

• articles;

• regulations and guidance;

• references to other regulations or legislative pieces.

In order to abide by the regulations, companies in the financial sector are invited to understand the

regulations so as to ensure that they are correctly applied to their specific cases. At the present time

this understanding exercise is mostly “manual,” whether one is looking for the relevant sections or

ensuring that the company is complying with the law. In general a financial sector company includes a

compliance department, which ensures that the company complies with all the regulations (either the

AMF regulations or those of other relevant institutions).

In order to lighten the regulatory burden, several projects have been launched in other countries

by organizations similar to the AMF, for example, organizations in the United States and the United

Kingdom. The current project also aims at making less burdensome the search for relevant information

within the laws, regulations, guidelines, and so on.

Legal texts usually contain mandated definitions, to ensure the terminology is unambiguous: this is

crucial when searching for some information. The rules contained in rule books vary according to clients

and/or financial products: thus the scope of each section varies according to the regulator. Market

participants, however, are usually subject to several regulators and thus several rule books. When a

client is trying to find the rules that apply to a specific case, he requires some legal knowledge and

skills but he also needs to read through the whole rule book to locate the applicable rules. The client is

not always a professional who knows well the terminology and the structure of rule books: if he does

not have the necessary knowledge, his search for useful information may be difficult. Even if the client

has enough knowledge about the terminology and the structure of the rule books, reading through the

documents to locate the applicable sections can be burdensome.

1https://lautorite.qc.ca/en/professionals/regulations-and-obligations/securities/
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2.2 The problems

There are two major problems to be solved: the first one is related to term mismatch and the second

one to role-oriented search. The terminology used in legal documents, i.e., the taxonomy, could be

different from that used by a client of AMF (user). This is a key problem in accessing information that

applies to a particular cases. Without a proper taxonomy it is difficult to extract useful information

from legal documents: for example the client may use the phrase “damage evaluator” to get at the

concept of “claims adjuster”. The second problem (role-oriented text scope) arises because not all the

sections of the legal materials are relevant to every client and/or financial product. Finding all sections

containing a certain concept is time-consuming for the client. A further difficulty is that similar yet

different informations may mislead the client in some cases. It is crucial to identify the sections that

are relevant to the role the client is playing.

To address the above problems, we propose to design a role-oriented information retrieval framework

enabling both professionals and non-professionals to search for legal information.

In a general search engine, as shown in Figure 2.1, the user typically inputs a query to describe the

information that he (or she) needs and the search engine returns a list of results that may meet the

need. When processing the query, the search engine does not take into account the scope or the role

(a) A query in-
put. (b) A example of results for the query input.

Figure 2.1: An example of the workflow of a general search engine.

of the user: every user will get the same results. It may also modify the initial query in order to get

“better” results for the user. These results, however, can be “better” only if the modification is done in

an appropriate manner by considering domain-specific information, which is not guaranteed if one uses

a general search engine. In summary one faces two key challenges when using such an engine.

• Term Mismatch When dealing with legal information retrieval, the legal concepts are important.

For a client without adequate legal knowledge, the query input may not correspond to the concepts

in the legal documents, leading to the so-called term mismatch problem. The results returned by

a general search engine, in this case, will fail to meet the client’s information need. A possible

solution to this problem is to do a query expansion, which expands the original query according

to the relationships between terms.

• Role Independence Another problem with a general search engine is that it neglects the role
of the user. Certain regulations pertain to certain client’s roles only. For example regulations for

a damage insurance broker and a financial planner may be different. To return results that are

acceptable to a client with a specific role, one can conduct a search within a scope: this involves

scope segmentation and scope matching.

In the following we describe our attempt to address those two challenges.
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2.3 Resources

The resources that the AMF offers are four types of laws and regulations (in the form of textual

data), as shown in Table 2.1. They are, respectively: Securities, Insurance and deposit institutions,

Distribution of financial products and services, and Derivatives. In this work (and for now) we focus on

the English documents of Distribution of financial products and services. The proposed solution can be

easily extended to the other three data sets, and to the French documents.

Table 2.1: Available resources.

name Characters Types

Securities

1 law, 59 regulations, 142 notices,
Size: 536 MB,
Format: Word,
Languages: French and English

Loi, Règlementation

Insurance and deposit
institutions

7 laws, 11 regulations,
Size: 33 MB,
Format: Html, PDF,
Languages: French and English

Loi, Règlementation

Distribution of financial
products and services

1 law, 20 regulations, 14 directives,
Size: 35MB,
Format: Html, PDF,
Languages: French and English

Loi, Règlementation,
Directive

Derivatives

1 law, 7 regulations,
Size: 4 MB,
Format: Html, Word,
Languages: French and English

Loi, Règlementation

An instance of law is illustrated in Figure 2.2, where we display the first segment of a document

containing some definitions: a representative, an insurance representative, and so on. These definitions

are useful for extracting a taxonomy and implementing the framework of a legal document retrieval

system.

2.4 The approach we have chosen

Given the challenges and the resources, the proposed legal information retrieval framework consists

mainly of three components: a taxonomy extractor, a scope identifier, and a search engine, as shown

in Figure 2.3. The search engine includes three components: query expansion, role clarification, and

relevance modelling.

Before the search engine can provide results for a given query, several steps of resource processing

need to be carried out. The first step is the establishment of a taxonomy, which is essentially a set of

concepts associated with one another. It needs to be constructed for the expansion of potential queries.

The second step is the segmentation of scopes: the legal documents will be segmented according to the

interests of different roles in this domain, so that only role-specific information will be provided when a

search is launched.

2.4.1 Taxonomy extraction

A taxonomy is composed of key concepts as defined in the rule books. With such a concept set, query

terms submitted to the legal document search engine can be expanded with terms from the taxonomy,

so as to meet the information need more accurately.
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Figure 2.2: A sample of rules in a law.

Candidate concept extraction

In this work, we adopt a rule-based approach to extracting the taxonomy. Rules based on language

patterns for extracting candidate concepts can be divided into two major types:

• The IS-A Relation: for example, “is a,” “is an,” “is another,” “are,” etc. are all language patterns

indicating a predication of two or more concepts connected by an “is-a” relation in the legal

documents.

• The PART-OF Relation: patterns containing “include,” “contain,” “is composed of,” “is part

of,” and so on, are used for identifying several candidate concepts in the context.

For example, as shown in Figure 2.4, a “damage insurance broker” is a “natural person,” where

“damage insurance broker” and “natural person” are both candidate concepts for constructing the

taxonomy. In Figure 2.5, a “discipline committee” is composed of “advocates” and “representatives,”

where “discipline committee,” “advocates,” and “representatives” are all extracted as candidate concepts

into the taxonomy.

Candidate concept filtering

The candidate concepts are then filtered according to certain criteria, such as term frequency (TF),

document frequency (DF), TF-IDF (where IDF stands for “inverse data frequency”), and so on. Some

borderline concepts are also labelled manually to ensure the precision of the concepts in the final
taxonomy.
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Figure 2.3: The framework for legal information retrieval.

Figure 2.4: An example of the concepts in an “IS-A” relation.

Figure 2.5: An example of the concepts in a “PART-OF” relation.

Taxonomy results

As a result 378 concepts were extracted from the “Loi” documents and 418 concepts from all the

documents included in Distribution of financial products and services. Some concepts included in the

larger taxonomy are displayed in Figure 2.6, where the numbers are frequencies.

2.4.2 Related terms extraction

Query expansion aims at tackling the problem of term mismatching: it expands the original query

based on relations between terms. Two distinct types of relations can be used for query expansion.

The first type is a relation between the terms within the taxonomy in the legal area, for instance the

relation between the term “independent” and “partnership” or “representative.” The second type

is a relation between a general query term and its related concepts in the legal documents. Such a

relation can be extracted using co-occurrences. For example the query term “injury” may be associated

to “damage insurance product.” The first type of relation can be used for expanding the query
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Figure 2.6: A sample of the concepts extracted for the construction of the taxonomy.

terms submitted by professional users, while the second type of relations are more appropriate for

non-professional users. Therefore related terms extraction is conducted respectively for professional

users and non-professional users.

For professionals

For professional users, the rationale is that they are more familiar with the terminology than non-

professional users. Even if the submitted query uses the correct terms in the taxonomy, however,

the results may be improved by expanding the query with additional related concepts found in the

legal documents. Hence the taxonomy to be extracted for professionals is constructed using the legal

documents.

Relatedness The relatedness is typically measured by various similarity metrics, such as the Jaccard
similarity, the Dice similarity, the Cosine similarity, the Normalized mutual information, and so on.

We use x and y to denote terms, D denotes a document set of size N , Dx the subset of documents

containing the term x, and dfxy the number of co-occurences of the two terms x and y, i.e., the

cardinality of Dx ∩Dy. The similarity metrics are defined as follows.

• Jaccard Similarity

S1(x, y) = |Dx ∩Dy|/|Dx ∪Dy| = dfxy/ (dfx + dfy − dfxy)

• Dice Similarity

S2(x, y) = 2|Dx ∩Dy|/ (|Dx|+ |Dy|) = 2dfxy/ (dfx + dfy)

• Cosine Similarity

S3(x, y) = |Dx ∩Dy|/
√
|Dx| · |Dy| = dfxy/

√
dfx · dfy

• Normalized mutual information

S4(x, y) =

(
log

P (x, y)

P (x)P (y)

)
/ logN,
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where P (x) denotes dfx/N , P (y) denotes dfy/N , and P (x, y) denotes dfxy/N .

According to Vechtomova [1] and Myoung et al. [2], Cosine similarity and Jaccard similarity usually lead

to better query expansion results. In this work we adopt Cosine similarity for measuring relatedness.

Results We extracted 10 related terms for each concept in the taxonomy. Some examples are shown in

Figure 2.7(a) and Figure 2.7(b).

(a) Terms related to “representative”. (b) Terms related to “independent partnership”.

Figure 2.7: Examples of the top-10 terms related to the query concept.

In the figure the numbers indicate how strongly each term is associated to the target concept in the

legal materials.

For non-professionals

For non-professional users, our intuition is that they tend to use more “daily life” terms when searching

legal materials than a professional would. If we know that one general term (in the query) is strongly

associated with a concept in the taxonomy, expanding the query term with the taxonomy concept is

probably helpful.

We used an external search engine to detect the association between general terms and taxon-

omy terms. We take each concept in the taxonomy as a query term submitted to Micosoft Bing

(https://www.bing.com/); the top-ranked results are taken as the document resources to build the

associations between the concept and any other general terms. The TF-IDF index is used to measure

the relatedness and importance of each term to the query concept.

Examples of the top-10 strongly related general terms extracted from the related terms set are

shown in Figure 2.8(a) and Figure 2.8(b). Each number indicate the strength of the association between

the query concept and the general terms in the relevant documents returned by the search engine.

2.4.3 Query expansion

Query expansion aims to enrich the user’s query by adding additional search terms, either automatically

or interactively. The added terms may help represent the user’s information needs more accurately

and completely, thus increasing the chance of matching the user’s query to the relevant documents.
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(a) Terms related to “group annuity”. (b) Terms related to “damage insurance product”.

Figure 2.8: Examples of the top-10 terms related to the query concept.

Query expansion can be performed automatically or interactively. In automatic query expansion

(AQE) [3, 4, 5], the system selects and adds terms directly to the user’s query, whereas in interactive

query expansion (IQE) [6, 7, 8], the system selects candidate terms for query expansion, shows them to

the user, and asks the user to select (or deselect) terms that he (she) wants to include into (or exclude

from) the query.

According to the resources they use for query expansion [9], the methods can be divided into the

following categories.

• Relevance Feedback [10] QE terms are extracted from the documents retrieved in response to

the user’s query and judged relevant by the user.

• Pseudo-Relevance Feedback [11] QE terms are extracted from the top-ranked documents

retrieved in response to the user’s query.

• Association Thesauri QE uses association thesauri that are built automatically and collection-

wide word co-occurrences.

Since we have acquired a taxonomy and its associated concepts from the legal documents, and the

general terms from open documents by searching the web, our query expansion method falls into the
third category - association thesauri.

Unlike the categories using relevance or pseudo-relevance feedback (where terms are selected from

documents at search time), QE techniques in the third category rely on lexical resources constructed

automatically prior to the search process. Statistical measures of term similarity are typically used to

identify terms in a large document collection that co-occur in the same contexts, and therefore, are

likely to be conceptually related. For example, Qiu and Frei [12] developed a query expansion method

where query expansion terms are selected from a co-occurrence based term-term similarity thesaurus

(built automatically) on the basis of the degree of their similarity to all terms in the query. Jing and

Croft [13] developed a technique for automatic construction of a co-occurrence thesaurus.
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(a) A query input. (b) Query expansion for the input term.

Figure 2.9: An example of query expansion.

Figure 2.10: The search results for the expanded query terms.

Given the concepts and their strengths of relation to the query term, it is quite straightforward to

expand the query in an interactive way. A typical use case of query expansion in an interactive way

when searching for legal information is shown in Figure 2.9(a) and Figure 2.9(b).

When processing a query, e.g., “damage insurance,” the search engine will provide, for the expansion,

a set of terms with weights indicating the strength of the association. With the selected terms, e.g.,

“broker” with association weight of 0.043 in the present case, the search engine will return the results
related to the expanded query. The top two results for the term “damage insurance” expanded by

“broker” are shown in Figure 2.10.

2.4.4 Scope clarification

In legal information retrieval, a user may be associated with a specific role when searching for documents.

Certain sections of the rule books may be relevant (or not), even though they are about the required

concept. For example, regulations for a damage insurance broker and a financial planner could be

different. By restricting the search scope within the sections of interest, we can improve the efficiency

of the information retrieval.

To return more accurate results to clients with specific roles, our chosen solution is scope search,

which requires us to segment in advance the corpus according to the interests of different roles or

organizations.

Roles

The roles and related scopes are listed below. We consider three types of employees: insurance repre-

sentatives, claims adjusters, and financial planners. The three types for an employer are, respectively:

firm, independent representative, and independent partnership.
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• Employee

– Insurance Representative

∗ Representative in insurance of person

∗ Group insurance representative

∗ Damage insurance agent

∗ Damage insurance broker

– Claims Adjuster

– Financial Planner

• Employer

– Firm

– Independent Representative

– Independent Partnership

Scope segmentation

We adopted a rule-based solution for scope segmentation. A set of rules are designed for each role. An

example of rules is shown in Figure 2.11.

Figure 2.11: An example of rules for scope segmentation.

Rule matching functions are implemented with the assistance of the open source NLP toolset spaCY

(https://spacy.io/). As shown in the previous section, the roles are organized in a hierarchical

structure: hence the scopes are also distributed into the corresponding structure. When trying to insert

a section into the scope hierarchy, if the child section doesn’t match a scope role, it will inherit the role

of the parent.

2.4.5 Retrieval models

The kernel part of a search engine is its relevance matching model. We employed the popular

BM25 [14] and the language model (LM) [20] to perform retrieval. The BM25 model relies on the term

frequencies and inverse document frequencies of the query terms appearing in documents. Given a query

q = [q1, . . . , qn] and a document d = [d1, . . . , dm], the relevance score is determined by Equation (2.1):

S(q, d) =

n∑
i=1

IDF (qi)
f(qi, d)(k1 + 1)

f(qi, d) + k1(1− b+ b |D|avdl )
, (2.1)

where qi is the ith query term, d is the document, IDF (qi) is the inverse document frequency for query

term qi, f(qi, d) is the term frequency of query term qi appearing in document d, |D| is the number of

documents in the whole collection, avdl is the average document length of the collection, and k1 and b

are parameters of the model.
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The LM retrieval model relies on both the frequency of the exactly matched query term in the

document and the frequency of the term in the whole collection. It employs a language model with

smoothing to estimate the relevance of query q with respect to document d. The relevance score is

determined by Equation (2.2):

P (w|d) =
c(w, d) + µP (w|C)∑

w c(w, d) + µ
, (2.2)

where P (w|d) is the estimated relevance contribution of query term w, c(w, d) is the frequency of query

term w in document d, P (w|C) is the probability of query term w occurring in the background/collection,

and µ is the Dirichlet smoothing parameter.

Finally the legal document retrieval framework is implemented through a popular open source tool

called Indri https://sourceforge.net/projects/lemur/files/lemur/indri-5.3/.

2.4.6 A legal document search interface

When a user wishes to find the relevant sections within legal documents, he/she should select a specific

role. The search will then be carried out in the corresponding scope only, as shown in Figure 2.12.

Figure 2.12: Scope selection.

If the user chooses “all” as the role, the search will be conducted across all the documents in the

collection without using a role to filter the results.

If the user has chosen a role, he or she will be redirected to a search interface where the user can

enter a query and the desired number of documents to be returned. Also the user has the opportunity

to select a specific retrieval model (BM25 or LM).

The user can also perform a query expansion with the taxonomy integrated into the system. On
the welcoming page, if the user ticks the box “with query expansion,” the interface will show a list

of candidate terms that are associated with the original query and their weights. The user can then

choose the expansion terms from the drop-down list. Once the expanded query is submitted to the

system, the system will search documents with the expanded query. An example of list returned by the

legal document search engine is illustrated in Figure 2.13.
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Figure 2.13: Query results with scope restriction and query expansion.

Each individual paragraph resulting from the search is within the scope of the role “damage insurance

broker.”

2.5 Conclusion

The goal of the team was to explore ideas useful for legal document retrieval. We proposed a legal

document retrieval framework to tackle the two major problems in accessing legal information: the

term-mismatch problem and the role-dependent search. The framework has been implemented and

tested and has demonstrated that the solutions could be useful in practice.

This work is of course limited because the workshop lasted for one week only. Three promising

directions can be further explored.

1. It may be useful to exploit query logs for query expansion [15]. Such approaches have been

found very useful in general search engines. We expect that the results could be largely improved

through query logs since the query logs record the human behaviours that reveal which sections

are truly relevant to the input query term. Thus query logs give a better indication of the

association between terms and the relevant documents.

2. Question answering systems [16, 17] for legal problems could provide a more convenient solution

to the users’ problem. Given that the law and regulations are formally defined and mandated,

the structure of the language used in laws and regulations seems to be suitable for answering a

question automatically (instead of locating the section where the answer is to be found). Besides

the use of a QA system will lighten the regulatory burden more efficiently that an IR system.

3. Machine reading [18, 19] approaches for legal regulation understanding might help to decide

whether a case complies with certain regulations or not: this is another recurring task for

professionals and non-professionals in this field.

In conclusion, during the workshop we have been able to explore several useful ideas for legal

information retrieval for the AMF clients. We have also identified several possible avenues for future

research and developments.
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l’accès au travail et enquêterons sur votre demande.
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3.1 Introduction

Air Canada is an international airline company operating more than 800 flights per day around the

world. Some flight routes stay within Canada while other flights have an origin or destination located

abroad. For each flight the booking window begins 354 days before the departure date. To increase its

revenue the company needs to anticipate the demand for each flight prior to its departure, as this will

allow the company to adapt the fares during the booking window. Since this information does not exist

the company must forecast the demand, based on the booking information for previous flights of the

company. The company evaluates the demand for each flight with the Load Factor parameter, which

represents the portion of booked seats on the flight.

Load Factor
def
=

number of booked seats on the departure day

adjusted capacity on the departure day

The goal of this project is to predict the Load Factor at each day of the booking window. There are

various issues to address. One of the main challenges in forecasting demand is the data, as the stored

data captures the number of successful bookings only. Hence if a flight is fully booked, there is no data

about the number of potential customers that were not able to book seats. Moreover, if the price is

higher than what the passengers are willing to pay, they might not purchase a ticket; this data (on

missed passengers) is unavailable, however.

3.2 Data

Air Canada provided us with flights booking data for some flight numbers and two years, i.e., 2017 and

2018. Each record indicates the flight number, the origin and destination names, the date of departure,

the cabin type, whether it is a group booking or not, the price of the ticket, etc.

There are 60,229,667 data records in the dataset. Each of these records contains information about

the number of bookings for a specific flight. The booking records are classified according to some

features including cabin type, group or individual booking, days before the flight, etc. Hence for each

flight the booking window includes multiple records per day. In some cases the information about

a flight might change. It could be a change in the departure time, the flight number, or the cabin
capacity (if the aircraft type changes). In addition to this challenge some records have missing values.

This problem can occur even in important fields, such as the flight number.

For the tuning of model parameters and performance testing, we divided the data into three

non-overlapping subsets: the training subset, the validation subset, and the testing subset. We included

60% of data in the training subset, 20% percent in the validation subset, and 20% in the testing subset.

3.3 Solution method

In the limited time we had during the IPSW, we tried to implement one of our ideas to solve this

problem. Our idea was to use the booking information and load factor of previous flights as a model

to forecast the load factor of future flights. To explain the solution method we need to introduce the

concept of booking sequence.

3.3.1 Booking sequence

As mentioned before there is a booking window for each flight, where potential passengers can book

the flight seats. We count the number of bookings per flight-cabin for each day of the booking window,
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starting 354 days before the departure date. We then compute the cumulative number of booked seats

for each day of the booking window and build the Booking Sequence of the flight-cabin.

Since we are going to compare these sequences and the cabin capacities vary from aircraft to aircraft

and thus from flight to flight, we normalize the booking sequence, i.e., divide its values by the adjusted

capacity of the cabin at the departure date. We expect the maximum number in each sequence to

be 1.0 but there are sequences whose maximum is as high as 1.4. Indeed the number of booked seats

can be greater than the number of available seats and the overload will be carried into a higher-class

cabin. Figure 3.1 displays the booking sequences of 500 flight-cabins. There are some group bookings

at the beginning of the booking sequences. We have been told by Air Canada that most of these group

bookings will be cancelled within two months after the booking. At the right end of the sequences one
can observe loading factors with values greater than one (indicating overloading in the corresponding

flight-cabins).

Figure 3.1: Booking sequences of 500 flight-cabins. The x-axis is the opposite of the number of days before the departure
date and the y-axis is the load factor of the cabin.

As mentioned in the previous section we selected 60% of the data for the training subset (1996

booking sequences), 665 booking sequences for the validation subset, and 666 booking sequences (the

remaining ones) for the testing subset.

3.3.2 Distance function

For the training part of our model we need a function expressing the distance between any two booking

sequences. We chose the 2-norm distance function in this project. Assume we have two booking

sequences
−→
b1 = (b−354

1 , b−353
1 , ..., b01) and

−→
b2 = (b−354

2 , b−353
2 , ..., b02). The distance between these booking

sequences is defined as follows.

D−→
b1 ,
−→
b2

=

√√√√ 0∑
i=−354

(bi1 − bi2)2

The number of bookings per day increases as the departure date becomes closer. Hence we considered

including a discount factor in our distance function in order to give more weight to the bookings that



Les Cahiers du GERAD G–2020–57 33

are close to the departure date. The discounted distance is given by the following formula, where r

denotes the discount rate. √√√√ 0∑
i=−354

eri(bi1 − bi2)2

3.3.3 Neighbourhood

We define the neighbourhood of a booking sequence S as the set of booking sequences in the training

subset whose distance to S is less than ε. Here ε is our neighbourhood parameter, which should be

tuned.

3.3.4 Forecast Load Factor

We need a function to predict the final load factor, given the sequences in the neighbourhood (where

the final load factor is defined as the load factor one day before the departure date). The prediction

must be made for each day of the booking window. For each booking sequence S, for each day in its

booking window, we find the sequences in its neighbourhood and compute the mean, the median, and

the mode of the load factors of sequences in the neighbourhood of S (in order to estimate the final load

factors).

3.4 Experimental result

To tune the problem parameters we run the model over the validation data to find the best values for

the parameters, including ε and the discount rate r. The figure below displays the plots of the load

factor errors over the validation data.

We used two values for ε to assess the impact of neighbourhood change on the final prediction.

Figure 3.2 displays the error value over all sequences in the validation set with ε = 0.5 and Figure 3.3

displays the error for the case ε = 0.25. As can be seen in these two figures there is not a significant

difference between the average errors in the two figures. The only difference concerns the maximum

value of the error. As the neighbourhood becomes smaller the curve of the maximum error is smoother

and the maximum error in the final days of the booking window is much smaller than in the case of the

larger neighbourhood.

Figure 3.2: The average (orange), maximum (green), and minimum (blue) load factor error, over all the validation data
for each day in the booking window with neighbourhood parameter ε = 0.5 and the mean estimator.
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Figure 3.3: The average (orange), maximum (green), and minimum (blue) load factor error, over all the validation data
for each day in the booking window with neighbourhood parameter ε = 0.25 and the mean estimator.

On the basis of the above comparison we decided to set ε = 0.25. To compare different estimator

functions we ran the process using the mode and median estimators with ε = 0.25. Figure 3.4 displays
the results for the mode estimator and Figure 3.5 the results for the median estimator. The main

difference between Figure 3.3, Figure 3.4, and Figure 3.5 concerns the maximum value of the error for

each day of the booking window over the validation data. The difference between the average errors

of the three estimators is small. Hence we decided to keep all three estimators instead of selecting a

single one.

Figure 3.4: The average (orange), maximum (green), and minimum (blue) load factor error, over all the validation data
for each day in the booking window with neighbourhood parameter ε = 0.25 and the mode estimator.

After fixing the value of ε and comparing the estimator functions, we compared the results obtained

for different values of the discount rate. The error in predicting the load factor on validation data,

one day before departure, is presented in the table below. For every estimator the best value for the

discount rate was found to be 0.05.

At this point all the model parameters had been set and we could run the model on the test data.

The following table presents the results obtained by running the prediction models over the test data.
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Figure 3.5: The average (orange), maximum (green), and minimum (blue) load factor error, over all the validation data
for each day in the booking window with neighbourhood parameter ε = 0.25 and the median estimator.

Table 3.1: Average difference between the predicted and real values of Load Factor one day before departure (validation
data).

Discount Rate Mean Median Mode

0.0 0.057 0.058 0.069
0.05 0.049 0.050 0.062
0.1 0.053 0.055 0.066

In these models the ε value is equal to 0.25 and the discount rate to 0.05. The median estimator

function yields the best results but the difference between the errors of the three models is not large.

Table 3.2: Average difference between the predicted and real values of Load Factor one day before departure (test data).

Discount Rate Mean Median Mode

0.05 0.064 0.062 0.069

To evaluate the model output more precisely it is useful to look at the distribution of the errors. We

have discussed the average error for each day of the booking window but would like to know whether

all sequences have error values close to the average or the error values have a large variance. Figure 3.6

displays the density of error values for the last 30 days of the booking window. We observe that most

of the sequences have error values close to the average. The error can remain large, however, suggesting

that noise remains and unexplained factors are difficult to capture. We also observe that the error

tends to be smaller the closer one is from the departure date, as expected.

3.5 Future work

To continue this project we make the following suggestions.

• Filter the outliers.

• Use weighted load factor predictions: during the IPSW we considered three prediction models,

based respectively on the mean, the mode, and the median. Our models have assumed that all

the sequences in the neighbourhood have the same weight. In future studies one could consider

carrying out the estimation with different weights for sequences in the neighbourhood.
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Figure 3.6: The boxplot of the model with the mean error estimator and with ε equal to 0.25 for the last 30 days of the
booking window. The y-axis represents the error in forecasting the load factor and the x-axis is the index of the last 30
days of the booking window, with one as the day furthest from the departure date.

• Use other distance functions: we used the 2-norm as the distance function between two booking

sequences. In future studies one could consider the impact of other distance functions on the

forecast. We suggest investigating the ∞-norm and Frechet distances.

• Optimize model parameters such as the discount factor: given the time constraints of our project,

we were not able to optimize the model parameters and our tuning did not necessarily yield the
best value for each model parameter. We suggest spending more time finding the best values for

each parameter of the model.

• Use regression techniques to detect similarity between shapes.
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4.1 Introduction

The basic principle of revenue management is to try, as much as possible, to sell the right seat to the

right passenger, at the right price and at the right time. The objective is to maximize the revenue

provided by each seat sold and the cabin as a whole.

Since it is impossible to know with certainty the amount each passenger is willing to pay, airlines

put a lot of effort into developing complex demand forecasting models. These forecasts are then used

to assign a value to each seat via a network optimization model. This control value (for each seat)

ultimately determines the price of each seat offered by the company. These prices vary as time unfolds

and forecast demand becomes actual demand.

To enhance revenue management at Air Canada, our objective during the IPSW was to propose a

predictor of a given flight spilling: in the next subsection we explain what “spilling” means. Later we

present the dataset and describe the three main approaches we considered to solve the problem.

4.1.1 Flight spill: problem description

One of the key performance indicators used in the airline industry is the spill. A flight is in a “spill

situation” if all its seats have been sold prior to departure. Such a situation raises concerns because

close-in demand is generally of high value and seats must be saved for customers willing to buy seats

a short time before departure. In some cases all the seats on a flight have been sold several days or

even several weeks before departure. This may entail a lot of unrealized revenue and even dissatisfied
customers trying to buy tickets a short time before departure. Often spill situations for a given flight

are due to an inaccurate forecast of the demand for that flight. This question is crucial for airlines and

has thus been tackled in the literature (see for instance [1]).

Since new information on demand and prices is added periodically to the airlines’ database, the

spill probability must be assessed on a regular basis during the “life” of the flight in order to update

models and control demand. The proposed problem was to find a way to assess such probabilities and

predict the time of first spill at all points during the “life” of a flight.

Because of time limitations we narrowed this objective to make it simpler and its solution easier to

implement; our ultimate goal was to expand our work to the real-world situation. We chose to focus, in

most approaches, on the probability that given all the information from the initial offering up to 30

days prior to the departure date, the flight will be in a spill situation three days prior to departure.

4.2 Dataset

4.2.1 About the data

We have two years of longitudinal measurements (i.e., bookings) for ten origin-destination pairs. The

measurements are taken at regular time intervals between the day −D (where D is at most 356)

with respect to departure and the day of departure. Each flight is characterized by specific features

(normalized city of departure, normalized destination, for instance), and is thus “unique.” Some of

these features are intrinsic to the aircraft (airplane capacity, etc.) while others are extrinsic (month of

departure, etc.).

4.2.2 Preparing the data

We group flights by their unique flight index and approximate time of departure in order to link

departures with different years but the same characteristics. We then choose to focus on one of these
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unique instances for which we have a lot of information in order to maximize the input of the models

without making the problem too resource-consuming.

4.3 Proposed approaches

We explore several approaches, concentrating first on machine learning algorithms (random forests,

lasso, SVM) and then on two modelling approaches: survival models and Kalman filtering.

4.3.1 Machine learning

One of the strengths of the machine learning approach is that it does not require“hard modelling” steps

(i.e., writing a model with explicit dynamics) to make predictions (e.g., the weather of tomorrow).

Indeed machine learning algorithms build a mathematical model based on sample data, known as

“training data,” in order to make predictions or decisions without being explicitly programmed to

perform the task.

In the sequel we use machine learning approaches to tackle two kinds of problems:

• classification problems: considering a new vector of observations composed of N features x ∈ RN ,

to which category y ∈ {0, 1} does it belong? Here category 0 represents the event “no spill three

days before departure” while category “1” is the event “spill three days before departure.”

• regression problems: features selection.

Random forests

Random forests denote a method for classification and regression that builds a multitude of decision

trees on the training data set and outputs the class for each observation based on the majority votes of

the decision trees. In our model a decision tree is a classifier using each feature as a binary decision till

all features have been examined: then the method outputs the class. The random forest consists of

a large number of trees where each tree is trained on the training data and then gives a prediction

for the test data. The class prediction of the random forest is the majority of the trees’ predictions.
In the case of our problem the random forest is used to predict whether or not the spill will happen

three days prior to departure, and the proportion of trees that predict “spill = yes” is taken as the

probability of the spill. One characteristic of the proportions is that they are mostly on the two ends
of the range [0,1], since the trees rarely yield a half-half prediction. Because the company cares more

about the result than the probability, it is reasonable to view the proportions as probabilities since they

indicate more clearly to decision-makers whether there is going to be a spill or not. The importance

of a feature in the random forest model is defined as the degree to which the node purity increases

when carrying out a binary classificVM In Figure 4.1 we can observe that the “3-day prior-to-departure”

loading factor from last year and the “30-day prior-to-departure” loading factor from the current year,

together with the origin and destination of the flight, are the most important variables: this points to

the need of a flight-specific analysis and modelling. Overall an 93% of accuracy was achieved using the

random forest model.

Lasso

In statistics and machine learning, lasso (least absolute shrinkage and selection operator; also Lasso or

LASSO) is a regression analysis method that performs both variable selection and regularization in

order to enhance the prediction accuracy and interpretability of the statistical model it produces.

It was originally introduced (in 1986) in the geophysics literature (see [2]); in 1996 it was inde-

pendently rediscovered and popularized by Robert Tibshirani [3], who coined the term and provided

further insights into the observed performance. Lasso was originally formulated for least squares models
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Figure 4.1: Importance plot.

and this simple case reveals a substantial amount about the behaviour of the estimator, including its

relationship to ridge regression and best subset selection and the connections between lasso coefficient

estimates and so-called soft thresholding. It also reveals that (like standard linear regression) the

coefficient estimates do not need to be unique if covariates are collinear. We have a small dataset with

at least 43 variables and use feature selection in order to identify the most important features. Here

feature selection denotes the process of choosing a reduced number of explanatory variables to describe

a response variable. Here are the main reasons why we are using feature selection.

• It makes the model easier to interpret, removing variables that are redundant and do not add

any information.

• It reduces the size of the problem to enable algorithms to work faster, making it possible to

handle high-dimensional data.

• It reduces overfitting.

The Lasso estimate is defined by the solution to the following l1 optimization problem, where t is

the upper bound on the sum of the coefficients.

minimize

(
‖Y −Xβ‖22

n

)
subject to

k∑
j=1

‖β‖1 < t (4.1)

This optimization problem is equivalent to the following parameter estimation, where λ ≥ 0 is the

parameter that controls the strength of the penalty.

β̂(λ) = argminβ

(
‖Y −Xβ‖22

n
+ λ‖β‖1

)
(4.2)

The goal of our analysis is to determine which explanatory variables are most relevant when trying

to predict the response (i.e., spill). In order to do so we will first analyze the dataset to gain a better

understanding of the data. As we can see in Figure 4.2 some correlations between variables are stronger

than others.

Table 4.1 displays the list of the most important factors, which we will use later in the classifying step.



Les Cahiers du GERAD G–2020–57 41

Figure 4.2: Matrix correlation.

Support vector machine (SVM)

SVM is an exciting algorithm and the concepts underlying it are relatively simple. The classifier
separates data points using a hyperplane with the largest amount of margin. That is the reason why an

SVM classifier is also known as a discriminative classifier. SVM finds an optimal hyperplane for helping

to classify new data points. In general SVM is deemed to be a classification approach but it can be used

in both classification and regression problems. It can easily handle multiple continuous and categorical

variables. SVM constructs a hyperplane in multidimensional space to separate different classes. SVM

generates an optimal hyperplane in an iterative manner, minimizing an error. The core idea of SVM is
to find a maximum margin hyperplane (MMH), i.e., a hyperplane that optimally subdivides the dataset

into classes (see for example Figure 4.3).

Figure 4.3: Example of SVM.

If one uses a SVM classifier with good hyper-parameters for important factors, one can obtain an

accuracy as high as 81%. We also use the following metrics to select the best model: confusion matrix,

precision, recall, and F1 scores.
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Table 4.1

Other classifiers

We tried other classifiers such as Gradient Boosting and Logistic Regression and we compared them

with SVM and obtained the curves in Table 4.4.

In conclusion SVM offers a very high accuracy compared to other classifiers.

4.3.2 Survival models

Theory

In this subsection we use survival models to estimate the probability of a flight spill three days prior to

the departure date. Indeed we can consider the duration of time t before the spill as the realization of

a random variable T whose cumulative distribution function is F and density f . Since we have 356

days between the opening date of the flight and the departure date, we must have T ≤ 356, meaning

that the event “spill” does not necessarily happen before the date of departure (it is “right censoring”).
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Figure 4.4: ROC.

We try to estimate the survival function at time t.

S(t) = P(T > t) = 1− F (t)

Survival models also seek to estimate the hazard function (denoted by h), i.e., the probability of

occurrence of the event at time t. Here is the formula for h: h(t) = f(t)
S(t) . The most frequently used

estimator of the survival function is the Kaplan-Meier estimator.

Since it seems logical for the spill probability of a flight to depend upon the departure time of

the flight (“morning,” “afternoon”), the day of the week, the week within the year, and several other

variables, it is important to add explanatory variables. This requires the use of the Cox model. It

should be noted that for using this model, we need to make assumptions in order to estimate the

survival function. The most important of these is that the time dependence of the risk of observing the

event is identical for all individuals. For the Cox model the hazard function can be written as follows,

where h0 is called the basic risk function and X is a set of supposed covariates.

hi(t) = h0(t)eX
′
iβ

For reasons of time we have retained as covariates the variables mentioned above, but we strongly

recommend including more relevant variables such as the number of bookings, 7 days before, that

number 14 days before etc. To return to our problem, we wish to estimate the probability x days before

the flight departure. Having already estimated the survival function, this probability is given by the

following formula.

P(T < 353|T > x) =
P(x < T < 353)

P(T > x)
=
S(x)− S(353)

S(x)

This probability can be computed if we know the estimator of S.

Applications

For the application part we considered a specific flight and held the value of x at 30 days. We remind

the reader that we have many instances of a given flight during the year. For every instance we have

information on the 356 days of reservations prior to departure. In our survival model for one flight,

the individual i represents the flight instance. For each flight instance we have noted the time Ti
representing the number of days before the spill. If a flight instance j never spills, we have Tj = 356.

We also need a variable indicating whether a flight instance spills or not. We define the variable Spilli
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as follows.

Spilli =

{
1 if the flight experience i spills

0 otherwise
.

Table 4.2 presents the list of variables that were used.

Table 4.2: Summary of variables used.

Variable label Signification

T Number of days before the spill
Spill equals 1 if the flight instance spills and 0 otherwise
Moment of day Moment of the day: “Morning” or “Afternoon”
Dow Day of the week
Woy Week of the year

Feature engineering: We first show how this method can generate variables that may be useful in

machine learning models. Indeed the coefficients of the explanatory variables allow us to measure their
effect on the probability of spill, all things being equal. This is achieved by computing eβj for the

coefficient of covariate xj . In the case of a dichotomous variable, for example, if x = 1 corresponds to

an individual who receives a treatment and x = 0 otherwise, then eβ represents the relative risk over

time of observing the event for an individual receiving the treatment in relation to an individual who

does not receive it. The figure below shows the characteristics of 5 flights based on covariates.

Figure 4.5: 5 flights characteristics.

We can see that flights 1,2,3, and 4 are more likely to spill in the afternoon while flight 5 is more

likely to spill in the morning. Similar analyses can be performed for the Dow and Woy variables. This

is the type of useful information characterizing the flight that can be used to improve another model.

Model performance: To evaluate the performance of the model, we used it on a training sample and

checked its performance on a test sample. Application to one flight in order to predict the probability

of spill 3 days before departure knowing that we are 30 days from departure yields a prediction score of

67.01% and a MSE of 53.17%.
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Future work

As mentioned above, for an improvement of the predictive ability of the model, it is necessary to add

relevant explanatory variables. In addition this method can help create useful variables in other models.

4.3.3 Kalman filtering approach

The Kalman filter is a powerful estimation and prediction method used in many technological fields

(meteorology, radar, communications, etc.). A nice introduction to it can be found in [4].

First we use this method to predict the occupation rate at time −D (i.e, the date occurring D

days before the departure date). The spilling probability at time −D can then be deduced in a

straightforward fashion from the occupation rate.

Kalman model

In the following we consider the specific case of one-dimensional systems. The Kalman filter is derived

from the Kalman model, which consists of two main components:

• a state equation constructed from a dynamical model and an associated process noise:

ẋ(t) = ax(t) + bu(t) + w(t),

where

– x is the state of the system at time t,

– u(t) is the known deterministic input of the model,

– w(t) is the noise process;

• a measurement equation constructed from a model observation, linking measurements to the

model states, associated with a measurement process noise:

y(t) = cx(t) + du(t) + v(t),

where

– y is the measurement,

– v(t) is the measurement noise process.

In the case of linear dynamical systems, the Kalman filter is constructed from the discretized linear

dynamical systems in the time domain: state xk+1 is derived from state xk by applying a linear operator

perturbed by errors.

The state sequence x := (xk)k≥0 can be considered as a Markov chain built on a linear operator

perturbed by errors. Thus the state equation associated with the Kalman filter is

xk+1 = akxk + bkuk + wk,

where

• ak is the state transition model (allowing the transition from state xk−1 to state xk);

• bk is the control-input model, representing the time-varying external perturbations that are not

taken into account by the model (e.g., the wind in the case of an airplane);

• wk is the process noise, assumed to be drawn from a centred normal distribution N (0, qk), where

qk is the variance of the process.
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The measurement equation associated with the Kalman filter is

yk = hkxk + vk,

where

• hk is the observation model, mapping the model state space into the observed space;

• vk is the observation noise, assumed to be drawn from a centred normal distribution: vk ∼ N (0, rk),

where rk is the variance of the observation noise.

The initial state and the noises at each step {x0, w1, · · · , wk, v1, · · · , vk} are all assumed to be

mutually independent.

Once the discrete Kalman model have been written, we can apply its associated algorithm to make

model predictions.

Kalman filter procedure

The Kalman filter is thus a recursive estimator in the sense that the full history of the observations

and estimates is not needed. In what follows we introduce the notation x̂i|j for denoting the state of

the estimate x at time ti given observations up to time tj ≤ ti. The state of the filter is thus classically

represented by two variables:

• the a posteriori state estimate at time tk, x̂k|k, given observations up to time tk, and

• the a posteriori error p̂k|k, corresponding to a measure of the estimated accuracy of the state

estimate.

The procedure consists then in two main steps: the prediction step, where both the current state

x̂k|k at time k and the noise are predicted from the model, and the update step, where the Kalman

filter is updated through the new measurement yk at time k. Here is a summary of the computations.

1. Prediction step

(a) Predicted (a priori) state estimate: x̂k|k−1 = akx̂k−1|k−1 + bkuk−1

(b) Predicted (a priori) error covariance: pk|k−1 = (ak)2pk−1|k−1 + qk

2. Update step:

(a) Innovation residual: k = yk − hkx̂k|k−1

(b) Innovation variance: sk = (hk)2pk|k−1 + rk

(c) Optimal Kalman gain: gk = pk|k−1
hk

sk

(d) Updated (a posteriori) state estimate: x̂k|k = x̂k|k−1 + gkyk

(e) Updated (a posteriori) estimate covariance: pk|k = (1− gkhk)pk|k−1

Application to the occupation rate forecast prediction

The proposed Kalman filtering approach aims to infer the dynamics of the current booking rate from

the knowledge of the past booking rate (1 year) and a readjustment of the trajectory based on daily

measurements. In other words we model the occupation rate function and fit its associated parameter

values using the observations made during year -1. Then we apply the Kalman filter procedure to

update the prediction with the current partial observations: e.g., we have measurements up to time −60

and we want to predict the occupation rate three days before departure).

We recall that our observations consist of longitudinal measurements x := (xk)k=1,··· ,K , where

xk := f(tk) and k ∈ N∗. The time sequence t = (tk)k=1,··· ,K is not necessarily homogeneous (i.e.,
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tk−1 − tk is not fixed for all k). Here the occupancy rate is a composite variable defined as the ratio

between the number of bookings and the airplane capacity.

The first step of the Kalman filtering consists of building a model to represent the behaviour of the

data. To that end we consider several models.

Model 1: polynomial curve In our case the occupation rate forecast is a curve whose ordinate first

equals 0 (X days before departure) then reaches 1 (and sometimes a little more). Hence a logistic

curve is a natural choice and we first consider a Gompertz curve to represent the occupation rate

forecast dynamics. It appears that such a model cannot be fitted with the solvers proposed by

the languages Python and R (because of a non-invertible hessian matrix).

To mimic the logistic curve we consider a higher-degree-of-freedom model, i.e., a polynomial

function, specifically a polynomial of degree five:

P (t) = a0 + a1t+ a2t
2 + a3t

3 + a4t
4 + a5t

5.

We estimate the coefficients ai, i = 1, · · · , 5 using the Python solver polyfit in the package numpy.

To derive the state transition function ak for each time tk from our nonlinear polynomial function,

we apply an Euler explicit scheme. In other words we linearize our model and obtain:

xk+1 − xk
tk+1 − tk

= Ṗ (tk)⇒ xk+1 = (tk+1 − tk)Ṗ (tk) + xk = akxk + γk.

Note that this is not a linear operator but an affine one!

We apply the algorithm proposed in subsection 4.3.3 with the following values: hk = 1, qk = 0.3,

and rk = 0.3. Usually these parameters can be fitted with an EM approach. Since we always

consider large time windows (often 170 days), we do not need an optimal fit at the beginning.

Model 2: speed approximation Modelling the occupation rate can also be carried out by representing

directly the speed dynamics ak. To that end we propose to model the speed dynamics through a

highly stable Euler numerical scheme built with a sliding window. In other words the states xk
verify the following equation.

(xk−2 − 8 ∗ xk−1 + 8 ∗ xk+1 − xk+2)

12
= Ṗ (tk).

Note that this time discretization is more stable than the Euler explicit scheme used to linearize

Model 1.

Results Figure 4.6 displays some examples of the occupation rate forecast for the thirty last days

(in year 0), based on a dynamical model (either Model 1 or Model 2) fitted on the -1 year

measurements and updated through the Kalman filtering approach with data up to -30 days

before departure. We observe that the forecast seems to follow the measurements (i.e., the red,

yellow, and blue lines are qualitatively “close” and have the same shape). In some cases, however,

this qualitative similarity is not sufficient to predict the spilling three days before departure. For

instance Model 2 (red line) predicts a spill almost fifteen days before departure while this is

not observed on the 0-year data (false positive answer). A false positive answer has also been

observed with Model 1 (see details in the next paragraph).

Prediction of the spilling probability We deduce the spilling probability from our model predictions.

We consider that a flight spills three days before departure with a threshold probability of at least 0.95

if the predicted occupation rate on day -3 is greater than 0.95.

Figure 4.7 summarizes the accuracy of our method by comparing the proportion of spilling cases

predicted by Model 1 (resp. Model 2) with the true spilling cases proportion. It appears that the two

approaches are “good” (the prediction score is more than 75% of correct answers). In particular the

amount of false negatives (meaning that the model does not predict a spill while actually there is one)

is around 12% for Model 1 and 19% for Model 2.
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(a) Flight trajectory 1. (b) Flight trajectory 2.

(c) Flight trajectory 3.

Figure 4.6: Results obtained with the Kalman filtering approach for three flight trajectories with Models 1 and 2. For each
flight trajectory we apply the Kalman filtering method presented in 4.3.3 with both Model 1 (yellow lines) and Model 2
(red lines). The dynamical model (i.e., Models 1 and 2) is fitted on the year -1 and we update the 0-year trajectory using
measurements up to 30 days before departure to forecast the occupation rate for the last thirty days before departure.
The blue lines correspond to the current measurements (year 0) while the green lines are the measurements carried out
in year -1 and on which Models 1 and 2 are fitted. The spilling threshold is represented by the black lines.

Actual Predicted Model 1 Predicted Model 2
Spill occupation rate 37% 39% 27%

Prediction score 71% 72%
False negative 12% 19%

Figure 4.7: Spilling probability prediction for the “three days before departure” date (threshold: 0.95%). For each flight
trajectory within a dataset composed of 11,307 flight trajectories, we compute whether or not the flight spills three days
before departure. We consider that a flight spills with probability at least 0.95% if its occupation rate forecast three days
before departure is greater than 0.95.

Going further: estimating the model parameters

The Kalman filtering approach can be used not only to adjust the trajectory of a dynamical model by

taking the measurements into account, but also to obtain better estimates of the model parameters.

We consider this last option in the following. Instead of estimating the states x = (xk)k≥0 of the

occupation rate trajectory, we apply the Kalman filtering approach to fit the polynomial parameters ai
(for i = 1, 2, 3) directly.

Figure 4.8 illustrates the results obtained with this method (red lines). The results obtained are

mixed: we have a better occupation rate prediction (the blue and red lines are closer) with this model
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for the flight trajectories 1 and 2, while the flight trajectory 3 prediction is not accurate (the model

predicts a spill while it is not the case with the true measurements). This phenomenon may be due to

the high sensitivity of the parameters: a small change in the polynomial coefficients may lead to highly

different dynamics.

(a) Example 1: trajectory 1. (b) Example 2: trajectory 2.

(c) Example 3: trajectory 3.

Figure 4.8: Results obtained with the Kalman filtering approach. We test our Kalman filtering approach with three
trajectories randomly selected from the dataset. The blue, green, yellow, and dark lines are defined in the same fashion
as in Figure 4.6. The red lines are obtained by fitting the polynomial coefficients (ai for i = 1, 2, 3) through the Kalman
filtering algorithm.

Kalman filtering approach: conclusion and perspectives

In this subsection we have proposed several approaches based on Kalman filtering to predict the

occupation rate and derive the spilling probability. This approach appears to be promising but the

accuracy of the dynamical model representing the occupation rate needs to be enhanced, since it is the

key to the success of such an approach. For instance the approach consisting of updating the model

parameters through Kalman filtering requires a model with a low parameter sensitivity.

Our approach predicts the occupation rate of a flight trajectory by using past information, since

the dynamical model is built from the “year -1” trajectory. A further step would be to predict the

occupation rate in the case of a new flight trajectory that shares some characteristics with known

flights. In other words we aim to construct a dynamical model of a given flight trajectory a posteriori :

this model would be based on closed trajectories and use for instance machine learning techniques

(random forests) to compute the model parameters. This approach requires a model with low parameter

sensitivity.
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4.4 Conclusion

During the IPSW we proposed several complementary approaches to predict the flight spill. Our

machine learning approaches allow us to predict the spill of a flight three days before departure (random

trees and SVM) and select the appropriate features (Lasso). Our two modelling approaches (survival

analysis and Kalman filtering) provide us with encouraging prediction rates (greater than 67 %). The

next step will be to use the results from the machine learning approach to add new features in our

models.
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Les textes publiés dans la série des rapports de recherche Les Cahiers
du GERAD n’engagent que la responsabilité de leurs auteurs. Les
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5.1 Introduction

Overview. Aeroplan is one of the biggest loyalty programs in Canada with more than five million

members. In exchange for their participation in the program the members are offered miles each time

they make purchases from the Aeroplan partners. Those miles can then be used by the members as an

alternative currency allowing them to buy a variety of products and services offered by the pool of

partners. In this pool Air Canada holds a unique place, since it has acquired Aeroplan in January 2019:

it is thus both a partner and the owner of Aeoplan.

The purpose of our work within the The Ninth Montreal Industrial Problem Solving Workshop was

to develop a methodology for optimizing the design elements of the loyalty program, i.e., maximizing

profitability of the program and its attractiveness and value for its members over the long term. Our

team’s goal was to build a conceptual model that would integrate key program dynamics in a game

theory framework.

Organization and contributions. This report is organized in the following way: first, in Section 5.2,

we will broadly describe how the members, Aeroplan, and the partners interact and also describe the

cash-flows from each agent’s point of view. Then in Section 5.3 we will give more details to define

rigorously the agents (players), the actions they can take, and the corresponding variables they can

manipulate to define their respective strategies. Afterwards, using all the defined elements, we will
formulate the different objectives of the players along with the constraints on their actions. Finally, in

Section 5.4, we will specify the game the agents are playing and give an outline of how to solve the

coupled optimization problems: this is expected to give crucial insights into the most rational strategies

to be followed by the players. Section 5.5 draws conclusions and point to future research directions.

This report represents a further step in the decision-making support and guidance that Aeroplan

needs when negotiating with partners, as well as designing its loyalty program.

5.2 Preliminaries: agents interactions

In what follows we describe each agent and the interactions between agents.

5.2.1 The members

When enrolled in the fidelity program a member has the opportunity to accumulate miles when buying a

product from a partner. This accumulation of miles by the members can then be used as an alternative

currency to buy products from the partners (this action is called a redemption). From the members’

point of view these are the only two actions possible, but what complexifies the understanding of

loyalty programs is their dynamics over time. Indeed different members could behave quite differently:

some may prefer to make frequent purchases to increase their accumulated miles, waiting a long time

for the ability to redeem a valuable good, while others may redeem their miles as they accumulate

them. The different types of “accumulation - redemption” cycles that may occur imply that a realistic

mathematical model must take the time variable into account and separate the members into different

behavioural segments.

5.2.2 Aeroplan’s cash-flow

We can think of Aeroplan as a bank that manipulates two different currencies: miles and dollars.

Aeroplan’s income arises from the sale of miles to partners. Each time a member spends dollars on a

purchase from a partner, the partner grants this member some miles; the precise amount is fixed by
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the partner. In order to be able to give those miles away the partner first needs to buy them from

Aeroplan, at an exchange rate fixed by contract. On the other hand Aeroplan’s members can spend

the miles they have gathered to buy products from the partners, at a price in miles fixed by Aeroplan.

For the members to actually receive the good they want, however, Aeroplan must purchase the said

good from the partner. Hence Aeroplan’s profit comes only from the difference between the amount

of dollars it manages to generate from the sale of miles to partners and the amount of dollars it has

to spend on the purchasing of products for the members. In addition to those flows Aeroplan spends

some money on advertising the partners’ products to its members, both through spending dollars on

marketing and offering “free” miles for short period of times on some products. Indeed, the more the

members buy products, the more miles the partners will have to distribute (and thus purchase from
Aeroplan first). Finally, since offering a large pool of products to buy with miles is something that

appeals to the members, Aeroplan also advertises its services to gain new partners. We sum up those

considerations in the following formula. Note that “AE” stands for ‘Aeroplan.”

profitAE = incomeAE − costsAE

profitAE = income from selling miles to partners

− cost of buying products from partners for the members

− cost of advertisement

5.2.3 The partners’ cash-flow

The partners hope that being in the loyalty program will increase their sales both directly (members

will prefer to buy from them because it allows them to accumulate miles) and indirectly (members

will buy their products through redemption). This increase in sales will entail a profit increase for the

partners. There are two kinds of costs for the partners. First they have to buy miles from Aeroplan

to be able to give them to the members, and secondly they have to advertise their products to the

program members to incite them to purchase these products. Hence a partner’s profit can be expressed

as follows.

profitp = incomep − costsp

profitp = direct profit from additional clients

+ profit from selling products to AE for redemption

− cost of buying miles from AE

− cost of advertisement

5.3 The model

In order to propose a mathematical model of the dynamics between agents, we will enumerate all the

agents, detail the actions they can take, and define rigorously their objectives and constraints.

5.3.1 Agents

In our model, we will consider five subgroups of agents: Aeroplan (AE), the members ({Mk}, where

each Mk represents a segment of members that behave in the same manner), the partner and owner

Air Canada (AC), the partners that are Financial Institutions (FI), and the other partners (O). The

reason of this distinction between partners lies in the fact that Air Canada is a special partner as it is

also the owner, and the Financial Institutions don’t sell any product that can be obtained by spending

miles (contrary to the others partners): their only revenue comes from the use of their credit cards by

the members. In the end we can express the set of agents as

I =
{
AE, {Mk}, AC, FI, O

}
.
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Thus we can identify three groups of agents: Aeroplan, the members, and the partners. To refer to an

agent we will use the subscript p with p ∈ {AC,FI,O}.

5.3.2 Actions

The set of possible actions an agent can take depends on the group to which it belongs. In Figure [5.1]

we summarize the different actions each agent can take. The details of these interactions are discussed

in the following sections.

Aeroplan
{AE}

Members
{Mk}

New
Partners

Partners
p ∈

{AC,FI,O}

3

5

4

1
4

6

78

10

9

9

green2,2’

Legend:

: Agents for which the strategy is determined by solving an optimization problem

: Agents for which the strategy is determined by a regression model

: Actions fixed by an agreement between the agents (corresponding variables fixed in the optimization problem)

: Actions determined by the left agent that directly affect the right agent

Id Variable’s meaning Var Domain Unit

1 Nb of miles AE requires for a member to redeem product j mred
j ∈ R miles

3 Total budget AE allocates to advertisement BAE ∈ N $
4 Fraction of BAE used to advertise product j of partner p ap,j ∈ N $
5 Fraction of BAE used to advertise to get new partners Ψ ∈ N $
6 Nb of miles a member accumulates by buying product j macc

j ∈ N miles

7 Total budget partner p allocates to advertisement Bp ∈ N $
8 Fraction of Bp used to advertise product j of partner p bp,j ∈ N $
9 Nb of miles members Mk accumulated by buying product j from partner p daccMk,p,j

∈ N miles

10 Nb of miles members Mk redeemed by buying product j from AE dredMk,p,j
∈ N miles

Id Parameter’s meaning Param Domain Unit

2 Amount of dollars that product j costs to AE
AE→P
πj ∈ R $

2’ Price (in dollars) of buying 1 mile from AE for partner p
P→AE
πp ∈ R $/miles

Figure 5.1: Graph representing the agents, the actions they can take, and the agents affected directly by their actions
(simplified representation for the sake of clarity: in reality all actions affect everyone indirectly to some extent).

Aeroplan’s actions

There are four types of actions for Aeroplan. The most critical one is setting, for each product j in

the pool of products J sold by the partners, a conversion rate mred
j ∈ R of miles to product: for each

product a member can buy using miles (a redemption), Aeroplan sets the number of miles needed to

buy the product (this product costs a certain amount of dollars
AE→P
πj , fixed by contract with the

partners).
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Aeroplan must also decide how many dollars to allocate to its advertisement budget, denoted by

BAE ∈ N. What should be the value of ap,j , the fraction of the budget allocated to advertise product j

sold by partner p? What should be the value of Ψ, the share of the budget spent on trying to find new

partners ?

Thus the action space for Aeroplan is

XAE = R|J| × N×
∏

p∈{AC,FI,O}

N|Jp| × N.

Partners’ actions

There are three types of actions that a partner can take. First each partner p, for each product j in the

set Jp of products it is offering, has to set the number macc
p,j ∈ N of miles it will grant a member when

he (she) buys this product in dollars. The partner p also decides what amount to allocate to advertising

(Bp ∈ N) and the fraction of this budget spent on advertising for each of the products it sells (denoted

by bp,j ∈ N for product j). The variable bp,j accounts for the efforts in both marketing and promotion.

Remark 1 During a promotional event products sold by the partners grant a greater amount of miles

than usually. The extra miles given to members are a shared effort between Aeroplan and the Partners,

included in the variables ap,j and bp,j . To represent the “promoted” version of the product (which grants

an amount of miles different from the standard product), we add a new product j to the pool Jp with its

associated macc
p,j .

The action space for the partner p is

Xp = N|Jp| × N× N|Jp|.

Members’ actions

The members only have two choices: purchasing new products that will give them miles or burning the

miles they have already accumulated in order to purchase new products through Aeroplan’s platform.

To represent the miles that a segment of members Mk accumulates through buying the product j from

partner p, we will use the variable daccMk,p,j
∈ N, and to represent the amount of miles it redeems for a

product j from partner p, we will use the variable dredMk,p,j
∈ N. Since not all products are redeemable,

we denote by Jredp the set of products from partner p that are eligible for redemption. Hence the action

space for the member segment Mk is

XMk
=

∏
p∈{AC,FI,O}

N|Jp| ×
∏

p∈{AC,FI,O}

N|J
red
p |.

5.3.3 Objectives and constraints

Aeroplan

Aeroplan has several objectives: as a standalone company it tries to make profit, but as a property of

Air Canada it tries to make AC profitable. First we focus on Aeroplan. We can model the objective of

AE with several variables. Aeroplan’s income arises from the miles it manages to sell to its partners.

The rate of conversion of miles to dollars
P→AE
πp is fixed by contract with each partner p. The fraction

of AE’s income due to partner p can be written as the product of “the number of miles this partner

has bought” and “the rate of conversion of miles to dollars for p”. The total income is then the sum of

the incomes generated by all the partners.

incomeaccAE =
∑
k

∑
p∈{AC,FI,O}

∑
j∈Jp

daccMk,p,j

P→AE
πp,j (5.1)
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The expenses of AE are of several types. First it needs to buy products from partners for the members

who wish to redeem their miles. Each product j a partner p has available for redeeming has a cost
AE→P
πp,j in dollars that is fixed by agreement between the partner and Aeroplan. The number of miles

mred
p,j requested from a member who wishes to redeem a given product j is set by Aeroplan only. Then

the cost for Aeroplan of exchanging members’ miles for products is given by the following expression.

costredAE =
∑
k

∑
p∈{AC,FI,O}

∑
j∈Jred

p

dredMk,p,j

AE→P
πp,j
mred
p,j

. (5.2)

To this expense we can add the one coming from advertising for the products (represented by ap,j) and

the one coming from advertising to new partners (Ψ), which we gather in the budget BAE .

costadvertisementAE = BAE . (5.3)

On the other hand, since having many partners is something deemed attractive to the members and
sought by Aeroplan, we can also take into account an income f(Ψ) that is a consequence of the effort

put into having diverse partners. The precise form of this income requires further research and thus for

now it is modelled with a generic function f .

We model the short-term profit by summing the incomes and costs listed above. To enforce a

“longer-term view” we can add to the Aeroplan’s objective the fact that it wants members to be actually

engaged for a long period of time, i.e., it wants to build members’ loyalty. We represent this objective

as a function of the accumulated miles denoted by g(daccp,j ).

Overall Aeroplan’s objective is a trade-off between gaining instant profit and building its members’

loyalty. This trade-off is represented by the parameter λ ∈ [0, 1] in the objective (5.4). To represent the

influence of Air Canada in the objective of Aeroplan, we remove the “profit made on the back of Air

Canada” from the objective of AE and add to this objective the profit made by selling plane tickets

to members. (This amounts to adding to Aeroplan’s objective the objective function of its “partner”

AC: see the objective function (5a) in the partner’s model). What remains for the Air Canada part

in the objective is the cost of redeeming plane tickets and the profit generated from having members

accumulate miles by buying tickets. There is a production cost to exchanging a plane ticket for miles,

so that each time a member redeems a plane ticket the union AE ∪AC loses money. The generation of

profits is expected to arise because members prefer to buy plane tickets from AC to accumulate miles

and the amount of these sales exceeds the losses entailed by redemption.

maxmred
p,j ,BAE ,ap,j ,Ψλ

∑
k

 ∑
p∈{FI,O}

∑
j∈Jp

daccMk,p,j

P→AE
πp,j −

∑
p∈{AC,FI,O}

∑
j∈Jred

p

dredMk,p,j

AE→P
πp,j
mred
p,j

 (5.4a)

−BAE + f(Ψ) +
∑
k

∑
j∈JAC

(paccj,k s
acc
j,k + predj,k s

red
j,k )−BAC

 (5.4b)

+ (1− λ)

∑
k

∑
p∈{AC,FI,O}

∑
j∈Jp

g(daccMk,p,j
)

 (5.4c)

(5.4d)

subject to ∑
p∈{AC,FI,O}

∑
j∈Jp

ap,j + Ψ ≤ BAE (5.4e)

∑
k

∑
p∈{AC,FI,O}

∑
j∈Jp

dredMk,p,j
≤

∑
k

∑
p∈{AC,FI,O}

∑
j∈Jp

daccMk,p,j
(5.4f)

ap,j ≥ lp,j ∀p ∈ {AC,FI,O}, j ∈ Jp (5.4g)
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The constraints listed above guarantee, respectively, that:

• the total advertising cost (advertising of products and advertising to partners) does not exceed

the available budget;

• the number of miles redeemed is at most the number of miles accumulated within a given time
period; and

• the budget spent advertising a given product is at least equal to some lower bound.

Partners

The objective of each partner p consists of three elements. The first element is the opposite of the

profit made by Aeroplan, i.e., the profit of Aeroplan is a cost for the partner. Indeed the partner is

hoping that even though the partnership with Aeroplan entails costs, this expense is less than the profit

generated by the increase in sales due to the loyalty program, which incites the members to consume.
The second element of the objective is the profit generated by the sale of its products to the members

of the loyalty program. We make a distinction between the profit paccj generated by the purchase

of product j and the profit predj generated through redeeming of miles. To compute the total profit
generated by sales we multiply the unitary profit pj,k of product j by the total number sj,k of units of

product j purchased by member k. (We make the distinction between the amount saccj,k purchased with

dollars and the amount sredj,k obtained through redeeming). We then take the sum over all products and

clients. Finally the third element of the objective is the total budget Bp allocated to advertising by the

partner. We obtain the following model.

max
macc

p,j ,Bp,bp,j

∑
k

∑
j∈Jp

(
paccj,k s

acc
j,k − daccMk,p,j

P→AE
π p,j

)
+
∑

j∈Jred
p

predj,k s
red
j,k

−Bp (5.5a)

subject to ∑
j∈Jp

bp,j ≤ Bp (5.5b)

daccMk,p,j
= saccj,km

acc
p,j ∀k, ∀j ∈ Jp (5.5c)

dredMk,p,j
= sredj,km

red
p,j ∀k, ∀j ∈ Jp (5.5d)∑

k

saccj,k + sredj,k ≤ αj ∀j ∈ Jp (5.5e)∑
k

sredj,k ≤ βj ∀j ∈ Jp (5.5f)

The constraints listed above guarantee, respectively, that:

• the sum of the costs of advertising the products is less than or equal to the budget available;

• the number of miles a member k accumulates by purchasing item j from partner p is equal to the

purchased quantity of this item times the number of miles attached to this product. The same

holds for the redeemed products;

• the total purchased quantity of a product j is less than or equal to the available stock αj ; and

• the partner has a limited stock capacity (βj) for those instances of product j that can be acquired

through redeeming miles.

Members’ behaviour

We decided to use a regression model to capture the complex behaviour of the members of the loyalty

program. Indeed it is difficult to know exactly what members are optimizing when they make a decision.
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Moreover we can consider that the behaviour of the members is only a reaction to the decisions taken

by the leaders (i.e., Aeroplan and its partners). Hence the goods purchased by a particular segment Mk

of members (and the quantities they buy with dollars and miles) are consequences of the decisions made

by Aeroplan and its partners (and reflected in the values of model variables). To ascertain how the

members react to different strategies, we will use some historical data on the loyalty program to fit a

regression model for each segment of members. Next we provide guidelines on the variables influencing

the two actions the members may choose (i.e., buying and redeeming).

First we consider sacck,p,j,t, the amount of product j the segment of members Mk purchases in dollars

from partner p at time t. This variable is a function of macc
p,j , the number of miles accumulated by

buying product j, the budgets ap,j , bp,j spent by Aeroplan and the partner (respectively) to advertise

and promote the product, and a measure of how interesting it is to accumulate miles at that point

in time. This measure depends on what those miles could allow the member to obtain, i.e., the set

{mred
p,j,t−1}p,j of prices in miles of all the products in the previous period. Hence we have the following

relationship.

sacck,p,j,t = R({mred
p,j,t−1}p,j ,macc

p,j,t, ap,j , bp,j) (5.6)

Second we consider the redemption of their miles by the members. The quantity of the product j

that will be bought with miles at time t is denoted by the variable sredk,p,j,t. This variable depends on

the number of miles accumulated previously dacck,p,j,t−1 = sacck,p,j,t−1m
acc
p,j,t−1, the current prices in miles of

the product {mred
p,j,t}p,j , and on the efforts ap,j , bp,j put into advertising the given product. This leads

to the following relationship.

sredk,p,j,t = R({mred
p,j,t}p,j , sacck,p,j,t−1,m

acc
p,j,t−1, ap,j , bp,j) (5.7)

Remark 2 Some other parameters could be useful here in order to predict the members’ behaviour (e.g.

the income level, the literacy in the program, to name a few).

5.4 The game between the agents

We now focus on finding optimal strategies for Aeroplan and its partners. Let us first describe two

major obstacles.

• The optimization problems of the previous section are most likely nonlinear and non-convex.

Indeed the values sred and sacc appear in each problem. These values are actually given by

regression models, which can be very complex, making the optimization problems tricky to handle.

• The optimization problems are coupled. Indeed some of the variables over which a given agent

optimizes also appear in the optimization problems of the other agents. This is the case for the
variables mred

p,j and macc
p,j , which appear in every objective. Thus the problems cannot be solved

independently: they must be solved simultaneously.

To overcome the first obstacle we can borrow some ideas from [1], where the authors describe a way to

transform the non-linearity appearing in our problem in a manageable way, provided the regression

model is a neural network using only ReLU and max-pooling non-linearities.

In the following paragraphs we focus on the second obstacle. Coupled optimization problems

between agents can be interpreted as a game played between the agents. Thus we could use some

results from game theory to help us tackle the issue of finding optimal strategies. In order to do that

we first need to clarify what we are looking for, i.e., formalize what constitutes an optimal strategy.

Since several definitions are reasonable, we will try to explore some of them and give some indications

on how to find optimal strategies in each setting.

First let us recall the definition of strategy. Let I be a set of N players (agents) and i a given

player: xi is called a pure strategy if it assigns values to the decision variables controlled by player i
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and xi is feasible (i.e., this assignment respects the constraints of the model). For instance xi could

be a decision vector feasible for one of the mathematical programming formulations in Section 3.2. A

mixed strategy would be a probability distribution on this feasible action space.

In Section 5.4.1 we will assume a non-cooperative setting, i.e., the players are assumed to be looking

for their own interest only. An alternative point of view is to consider cooperation, where all of them

together search for a joint strategy that will maximize their payoff for the whole group (or for coalitions

of players): this joint strategy could yield a better overall payoff. The challenge of the cooperative

approach is that it does not specify the individual payoff of every player, so it requires a policy to

allocate the surplus arising from the coalition of players. This point of view will be the focus of

Section 5.4.2.

5.4.1 Non-cooperative model

In this model an “optimal strategy” is actually an equilibrium, or as defined in [2], a profile of strategies

where no agent has an incentive to change his (her) behaviour. We will focus on Nash equilibria and

correlated equilibria. A Nash equilibrium is a strategy profile, i.e., an assignment of strategies, one for
each agent, such that no individual player has an incentive to deviate to another strategy: in other

words, there is no gain in terms of payoff in deviating from the current strategy. Therefore a Nash

equilibrium is a strategy profile such that every agent’s strategy is his (her) best reaction to the N − 1

opponents’ strategies.

Remark 3 In non-cooperative game theory an equilibrium might be given by mixed strategies, that is, a

probability distribution on each player’s set of feasible strategies.

The notion of correlated equilibrium extends the notion of Nash equilibrium and has some practical

and computational advantages over Nash equilibria. Indeed all the Nash equilibria are correlated

equilibria but for a given game, there may exist strategy profiles in the set of correlated equilibria that

are not Nash equilibria. Extending the notion of Nash equilibrium can be beneficial because the set of

Nash equilibria sometimes only contains strategy profiles that are non desirable in practice. We clarify

this through an example before diving into the definition of correlated equilibrium.

Example 1 (The traffic game) Let us suppose we have a crossroad and two drivers arrive at the

crossroad(drivers A and B), one on each road. Each of the players has only two pure strategies: either

pass or wait. If both pass they crash into each other; if both wait nobody passes. The only solution

profiles that “make sense in practice” are either A passes and B waits or B passes and A waits. Usually
in those games both solution profiles are Nash equilibria, but so is the mixed strategy where A passes

with probability 1/2 and so does B. In this setting the solution profile “both pass at the same time” has

a non-zero probability, which leads to a crash. In summary the set of Nash equilibria only contains the

solutions A always passes and B always wait, at all times (which would block one road), the reverse,

and a solution profile of mixed strategies that makes the possibility of a crash possible. None of those

three solutions is good in practice. What we want is a solution that switches between the two pure

Nash equilibrium strategies, i.e., sometimes A passes and B waits, sometimes the reverse holds. This

equilibrium is usually not present in the set of Nash equilibria but is contained in the set of correlated

equilibria.

Remark 4 For the sake of simplicity we did not define the payoffs rigorously in this example: a more

detailed description of this example can be found in Section 2 of [7].

To define the notion of correlated equilibrium we switch from each player’s individual point of

view to a more global one. Here we consider that each player has only a finite set of pure strategies,

and instead of players being restricted to strategies that are independent probability distributions on

their respective sets of actions (mixed strategies), we consider any distribution on the set of all pure

strategy profiles S =
∏N
i=1 Si. Then a correlated equilibrium is a distribution σ∗ on S such that, for
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each agent i, for each pure strategy xi in Si (the set of pure strategies for ai that appear in the support

of σ∗), there is no incentive for agent i to deviate from the pure strategy xi given that every other

agent acts according to σ∗ conditioned on xi, i.e., acts as if he (she) believed agent i followed xi.

Remark 5 In practice we need to be more careful and technical in defining rigorously the notion of

correlated equilibrium. The complete formal setup (including some σ-field notions) can be found in the

original paper [3].

Remark 6 We can see that the definition of correlated equilibrium includes that of Nash equilibrium,

which corresponds to the situation where σ∗ is the product of N independent distributions, one for each

player. In a correlated equilibrium the distributions are not necessarily independent.

The games we can solve in practice

One reason we are interested in that solution concept is that in 1950, Nash proved in [8] that if a

game has N players and each player has a finite number of pure strategies, then this game has at least

one Nash equilibrium. As Nash equilibria are also correlated equilibria, this proves the existence of

correlated equilibria for the same class of games. Thus if we want to use these results, we need to

restrict ourselves to a finite number of pure strategies, i.e., we have to discretize and bound the values

that each of the variables we defined in Figure [5.1] can take. Even if having done that guarantees

the existence of at least one Nash equilibrium, it doesn’t tell us how to find it. Actually finding a

Nash equilibrium in a normal form game (i.e., a game represented by a matrix in which we store all

the payoffs of every player for every pure strategy profile) has been shown to be PPAD-complete [9].

On the other hand there exist some algorithmic approaches that compute correlated equilibria [10] in

polynomial time.

The computational complexity of the algorithms associated with the determination of an equilibrium
is not the only bottleneck: in practice the memory requirement is also a burden in large normal-form

games, the matrix of payoffs growing exponentially with the number of players, etc. Thus in order to

overcome this difficulty, we will use some tricks in the algorithmic approach we now describe.

Algorithmic approach

In this section we outline the broad principles of the algorithmic approach we propose for finding an

equilibrium in our game. This approach supposes two main things:

• We have discretized and bounded the values that each of the variables can take, i.e., there is only

a finite set of possible values for each variable;

• We have access to a solver that finds Nash/correlated equilibria in normal-form games (there are

some, e.g. Gambit [11] for the Nash equilibria).

The algorithm we propose has four main steps and is based on [4].

Step 1 Compute an initial set of pure strategies Si for each player i ;
Step 2 Obtain the normal-form game associated with the enumerated strategies ;
Step 3 Compute an equilibrium of the current normal-form game ;
Step 4 Determine whether there is a player with an incentive to deviate ;
if the deviation incentive is greater than a certain tolerance ε then

update the normal-form game with new strategies ;
go back to Step 3

end
else

return the current equilibrium
end

Algorithm 1: Algorithmic approach for finding an equilibrium.
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Step 1 There are several possibilities for initializing the set of pure strategies Si for player i:

• The current strategies used by Aeroplan and its partners;

• Some strategies that would guarantee a minimum profit for each player;

• Optimal strategies for each player (assuming that this player controls all the variables);

• Equilibrium strategies for some subsets of players.

The algorithm convergence rate depends upon the quality of the initialization: thus finding “good”

initial strategies is important. But we have to keep in mind that we do not want to include all the pure

strategies (the set Xi) of player i into Si from the beginning, since it would be impractical in terms of

memory.

Step 2 The normal-form game is simply obtained by computing the utility of each player for any

combination of strategies in S1 × · · · × SN and building the associated multidimensional payoff matrix.

Step 4 After having computed a Nash (resp. correlated) equilibrium x∗ (resp. σ∗) in the current

“restricted game” on the subset S1 × · · · × SN of X1 × · · · ×XN , we must verify whether or not it is

also an equilibrium in the original game, with all the strategies in Xi allowed for the player i (for each

player). If the answer is “yes” x∗ (resp. σ∗) is an equilibrium in the “True” game; if not we have to

widen the “restricted game” by adding new strategies for the players (i.e., we have to enlarge the sets

Si). We will use our verification method to discover “new interesting strategies”.

• Test to verify a Nash equilibrium: Having obtained x∗ and the objective functions fi for

each player i, we compute, for each player i:

x̂i = arg maxxi∈Xi
fi(xi, x

∗
−i),

where x∗−i refers to the vector x∗ without the ith coordinate. If none of the players gains more

than ε by choosing x̂i (i.e., ∀i, fi(x̂i, x∗−i) − fi(x∗) ≤ ε), then we consider that x∗ is also an

equilibrium for the original game. Otherwise we add the strategy x̂i to Si.
• Test to verify a correlated equilibrium: Given σ∗ (a probability distribution over S1 × · · · ×
SN ), we have to solve the following optimization problem for each player ai and for each xi ∈ Si.

zi = min
x̂i∈Xi

∑
x−i∈S−i

σ∗(xi, x−i)fi(xi, x−i)−
∑

x−i∈S−i

σ∗(xi, x−i)fi(x̂i, x−i)

If zi is negative for some value of xi then σ∗ is not a correlated equilibrium for the original game

and x̂i must be added to the set of strategies Si. On the other hand, if zi ≥ 0 ∀i ∀xi ∈ Si holds,

we can return σ∗.

Limitations of the probability-based strategies

The solution concepts we have used in this section were Nash and correlated equilibria. We saw that

there always exists at least one of those if we authorize mixed strategies and presented an algorithmic

procedure to find them while taking concerns about memory into account. Hence our methodology is

expected to return a solution to our problem. This solution might not be a pure strategy profile and

indeed there is no guarantee at all that there exists a pure strategy profile. The output of our method

could include a recommendation such as “set mred
j = 1.6 for 4/5 of the time and mred

j = 15.1 for 1/5

of the time”, which is difficult to implement in practice. Indeed it could be hard to convince players to

follow a certain rule based on sampling random numbers. Moreover having a mixed strategy implies

that we are trying to maximize an expected payoff, but if the game is played a few times only trying to

maximize an expectation does not make much sense. Finally we considered a non-cooperative game

setting to compute those equilibria (a compulsory setting for the Nash equilibria), but in the real world

there may be some sort of cooperation between the players that benefits them.
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5.4.2 Notions of cooperative game theory

To remedy the concerns raised above we can place the problem in another setting: a cooperative game.

As discussed earlier this setting allows for the search of strategy profiles that maximize the sum of

all the agents’ payoffs (the coalition). This allows for higher overall payoffs than if we summed the

individual payoffs found with the Nash equilibria, where there is competition instead of cooperation.

The problem is then to determine how to split this global payoff into shares (one for each player) in a

fair and acceptable way.

To solve the problem we can use the notions of Shapley value [5] or core [6].

• Within the Shapley value framework everybody gets a value “proportional” to the incremental

value he (she) brings to the coalition. Moreover the Shapley value always exists and is easy to
compute (its downside being that there might be incentives for groups of partners to exit the

coalition).

• Within the framework of the core everybody is awarded a payoff guaranteed to be better than

what he (she) would have obtained by not being in the partnership. Moreover there is never an

incentive for a group of partners to exit. The difficulty with the core is that there is not always a

core; in practice, many interesting games have a core.

Computing those values can then give indications to Aeroplan as to what agents have the market power

and what the fair rates are for the partners.

5.5 Conclusion and further challenges

During the course of this workshop we focused on modelling correctly the intricate interactions between

Aeroplan, its members, and its partners. We enumerated all the actions each of these agents can take

that affect the behaviour of others, we formulated a mathematical program (objective functions and

constraints) for each agent, and we took into account the specific position of Air Canada in Aeroplan’s

objective (Air Canada being both the owner and a partner of Aeroplan). Then we discussed how

this set of optimization problems can be solved using a game-theoretical approach, highlighting the

numerous ways in which “solving” can be interpreted. We explored different solution concepts and

outlined an algorithmic approach for computing Nash equilibria, a broadly accepted solution concept.

We also gave some insight on what type of solutions each concept would give, their advantages, the

impact they would provide, and their limits in a real-world setting.

Nevertheless many research directions require further work. Producing a sound regression function

that models well the members’ behaviour is still a challenge. Moreover, even if we gave some indications

as to how to overcome this challenge, we still need to devise an explicit method to deal with the

non-linearity of the regression, which produces nasty feasible sets for our optimization problems. There

is still work to be done in order to implement an actual solver for the game at hand.
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b University of Oxford, Oxford, United Kingdom

c University of British Columbia, Vancouver (British
Columbia), Canada

d University of California, Los Angeles, USA

e DeFI Team (INRIA SIF, École Polytechnique),
France

f University of Western Ontario, London (Ontario),
Canada

g MRCC, Desjardins General Insurance Group,
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auteurs conservent leur droit d’auteur et leurs droits moraux sur leurs
publications et les utilisateurs s’engagent à reconnâıtre et respecter
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Abstract: Segmentation of risk over spatial location is important in the insurance industry, particularly for home

insurance, as each region has its own innate level of risk based on features of the location and its surroundings. It is also

important that risk segmentation be spatially smoothed for business considerations: that is, models should not predict risk

levels that vary rapidly in space, in order to avoid unfair pricing differences for two clients in similar living conditions

separated by a short distance. In this report we outline the approaches we took to address this problem. In particular we

applied the methods of Geographically Weighted Regression, Poisson Kriging, and Fused Lasso, to insurance claim counts

data from Desjardins. The models were applied to aggregated data on a postal code basis in order to predict spatial risk

levels.

6.1 Introduction

The Desjardins Groupe d’assurances générales submitted a problem to the 2019 Montréat Industrial
Problem Solving Workshop (organized by the CRM and IVADO). The problem was to investigate

and develop statistical methodologies capable of characterizing the geospatial elements of the risk of

household theft, while ensuring both prediction accuracy and a slow variation of geographical estimators.

At the time of the workshop the company was using a four-step process: (i) a piecewise (over each region)

generalized linear model (GLM), (ii) supplemented by gradient boosting with Xgboost, (iii) a subsequent

smoothing via Markov Random Fields, and finally (iv) a prediction with the resulting smoothed GLM.

This methodology was somewhat convoluted, involving many steps, and lacked robustness against small

changes in the data. The challenge posed was to identify alternative methods to address the problem

specifications.

We investigated three alternatives: Geographically Weighted Regression (GWR) [1], the Kriging

Method [3], and Fused Lasso [4], each modified suitably to model Poisson random counts. Geographically

Weighted Regression is a technique that provides a local regression for a response variable at every

point in space, with nearby observations having a greater influence in the regression: this is similar to

a locally weighted scatterplot smoothing (LOWESS) approach. The Kriging method bears similarities

to GWR but in making a prediction, empirical spatial autocorrelations in the response variable are

taken into account to develop the weightings. With Fused Lasso, a regression is obtained for the data

in conjunction with two penalty terms, the first being used for model selection (reducing parameters)

and the second for enforcing spatial smoothness of estimators.

Having described the methods, the remainder of this report is organized as follows: in Sections 6.2

and 6.3, we introduce our data and notation conventions; in Section 6.4, we explain our techniques; our

results are presented in Section 6.5 and we provide a conclusion and discuss future work in Section 6.6.

6.2 Data

The data provided were individual records of insured individuals and their resulting number of claims of

household theft. Several hundred features were included in each record, including personal characteristics

such as age and geographic features such as local crime. For the sake of privacy no names were included

and all data were provided at the postal code level. Several record features were of a categorical nature,

such as “type of roof.” Close to 900,000 records were provided for analysis.

Because of the enormous size of the dataset in terms of both records and number of variables, we

chose to employ various reductions and simplifications. These included the following.

• One-hot encoding [5]: Categorical data were represented in a binary form. This greatly increases

the number of variables but allows for categorical data to be treated numerically. Otherwise there

is no a natural way to combine numerical values and categorical values.
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Figure 6.1: Plot of cumulative variance explained versus the number of principal components used after the subsampling of
features was performed and one-hot encoding was applied. When PCA was used, we kept the first 10 principal components
only.

• Feature Selection: For the models we selected 50 features as being the most important and

influential and we worked with these 50 features only. This was done with Xgboost [6].

• Subsampling: We applied the methods to a dataset of approximately 47,000 records rather than
900,000.

• PCA: Principal component analysis [7] allows for high-dimensional data to be represented, at

least approximately, in a linear subspace of lower dimension (see Figure 6.1).

In Geographically Weighted Regression, for simplicity we did not convert the latitude and longitude

to distances and we treated each degree change in latitude as equal in length to a degree change in

longitude. For making actual predictions, proper conversions would be in order.

For the Kriging approach we used the R package geoRglm to carry out the analysis; this did not allow

us to incorporate a weight variable for each location, affecting the level and validity of the predictions.

This difficulty need to be addressed.

6.3 Notation

We present here the notation used in describing the models. In general we assume a features matrix

Θ ∈ RN×(1+dc+ds),

where there are N records of clients, with dc client-specific features (age, etc.) and ds geography-specific

features (local crime rate, etc.). The extra 1 is for the intercept. Thus the first column of Θ is an all

ones vector, columns 2 through 1 + dc describe the client data, and columns 2 + dc through 1 + dc + ds
describe the spatial data. We shall adopt the notation that a subscript of i: denotes the ith row of a

given matrix. We also use

X ∈ RN×2

to denote a matrix of N corresponding locations (centroids of postal codes in our data). We also use a

column vector

y ∈ RN

to denote the realizations (claim counts).

Some models encoded spatial location as one of the ds spatial variables. Sometimes in this report

we will use

T ⊂ {1, 2, ...N}

to denote the set of records used for training and

V ⊂ {1, 2, .., N}
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a set of records used for validation. We often required that the centroids contained in the two sets be

disjoint, i.e.,

(∪i∈TXi:) ∩ (∪i∈VXi:) = ∅. (6.1)

This is relevant because proper validation and parameter selection require a fair test of the models’

predictive powers: i.e., there should be no biasing of the models with samples of regions it needs to

predict. For the Fused Lasso method, however, locations are categorical data and the disjointedness

condition in (6.1) is removed.

As our models are predictive ones, a new client (not part of the known records) could be assigned a

record index i /∈ T ∪ V and our models could make predictions as to their claim rate using additional

data Θi: and a position Xi:.

We interpret Yi, the number of insurance claims made by client i, as a Poisson random variable

where Pr(Yi = yi) can be explicitly computed from a known Poisson rate λi.

Pr(Yi = yi|λi) = exp(−λi)
λyii
yi!

(6.2)

We apply a GLM to describe the Poisson rate so that client i is modelled as having Yi ∼ Pois(λi),

where

log λi = Θi:β̂i + εi. (6.3)

In the GWR and Lasso methods we have εi = 0, but εi 6= 0 holds for the Poisson Kriging method.

The vector β̂i is a column vector of estimators to be determined for location Xi:: the way to determine

β̂i depends upon the method chosen.

6.4 Techniques

6.4.1 Geographically Weighted Poisson Regression

Method

To make a prediction for a client index i (possibly not in T ), with a known feature row-vector

Θi: ∈ R1+dc+ds and location Xi:, we compute

β̂i = argminβ

−∑
j∈T

w(Xi:, Xj:) log Pr(Yj = yj |λj = exp(Θj:β))

 , (6.4)

which is a weighted log-likelihood of observing all of the data. In general a w function is chosen to be a

decreasing function of the distance between its arguments. For our work we chose the Gaussian

w(x, y) = exp

(
−||x− y||

2

2α2

)
, (6.5)

where x and y are two positions. Other choices can be made. The value of α in (6.5) is a hyper-

parameter, which we chose by cross-validation. For GWR, we used the top 10 principal components in

developing the regressions.

Evaluation

To perform cross-validation and assess the model fits, we considered two objective functions J(α). If

V denotes the set of points in the validation set, i.e., all clients at a point with a Poisson rate to be

estimated, we used

J(α) = L(α) = − 1

|V |
∑
i∈V

log Pr(Yi = yi|λi), (6.6)
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the average negative log likelihood of observing the validation set (see (6.2)), and

J(α) = D(α) =
1

|V |
∑
i∈V

(yi log(yi/λi)− (yi − λi)) , (6.7)

the average deviance. It is understood that if yi = 0, the logarithm term is not included as part of the

summand in (6.7). The optimal α, denoted by α∗, is given by

α∗ = argminαJ(α). (6.8)

In Figure 6.2, the results of the objective functions for different values of α are plotted.

Figure 6.2: A parameter sweep over α for the objective functions (6.6) and (6.7) to estimate the best hyper-parameter α.
The values plotted are the mean values over the validation set. The optimal value is α ≈ 4.3× 10−2◦.

6.4.2 Poisson Kriging

To implement Poisson Kriging we made the assumption that the log of the Poisson rate could be

expressed as the sum of an average rate that can be predicted from the features and a Gaussian random

field. This resulted in

log λi = f(Xi:)β̂ + ε(Xi:) ≡ si, (6.9)

where f(Xi:) is a row vector of geovariables for the ith location plus the intercept term of 1. In the

above equation β̂ is an estimator to be found by maximizing the marginal likelihood and ε is a random

field with mean µ = −c(0)/2 and covariance function

C(x, y) = c(||x− y||) = σ2 exp(−||x− y||2/φ),

with σ and φ as parameters. So when |c(0)| is small a Taylor expansion yields the following.

E(Yi) = E[E(Yi|ε(Xi:))]

= eΘi:β̂E
(
eε(Xi:)

)
≈ eΘi:β̂

(
eµ +

1

2
eµVar(εi)

)
= eΘi:β̂e−c(0)/2

[
1 +

1

2
c(0)

]
≈ eΘi:β̂e−c(0)/2ec(0)/2 = eΘi:β̂

To estimate σ2 and φ, we estimated the spatial covariance of the response variables Yi by empirically

estimating the semivariogram function (the relationship between the semivariance of a response variable

and the distance between points).

γ(r) =
1

2
Var({Y (u)− Y (v) s.t. |u− v| = r}) (6.10)
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Figure 6.3: Empirical semivariogram plot based on all the available data. The sill (σ2), range (φ), and nugget (τ2)
parameters can be estimated approximately from this plot: they are respectively around 0.37, 38,000, and 0.08.

Equation (6.10) describes the variance in the difference between the response variable values at any

pair of points a distance r apart. In theory it should vanish at r = 0 and increase as r increases,

possibly saturating at some point. In practice the continuous values of r are replaced by buckets of

finite width. This curve is related to the covariance function through the relation c(r) + γ(r) = γ(∞),

so that knowing one of the two functions allows the other to be found as well. The fit we obtained for

the semivariogram is illustrated in Figure 6.3. In practice a nugget is present (nonzero y-intercept) and

the semivariance is nonzero at zero distance. This is due to possible measurement errors during the

collection of data.

After computing the semivariogram we were able to estimate the parameters σ2 and φ in the

covariance function. Suppose Y = (y1, y2, . . . , yn)T is the response for the training data and Y ∗ =

(y∗1 , y
∗
2 , . . . , y

∗
t )T is the response for the test data. We also defined S, S∗, ε, and ε∗ as the respective vec-

tors (s1, ..., sn)T , (s∗1, ..., s
∗
t )
T , (ε1, ..., εn)T , and (ε∗1, ..., ε

∗
t )
T . Here we make the prediction of y∗ through

the prediction of S∗ and ε∗. We can predict ε∗, the ε∗i
′s at positions X∗1:, . . . , X

∗
t:, thanks to informa-

tion from ε. Then predictions can be made via MCMC simulation as described in the following algorithm.

Step 1: Simulate ε from the distribution of ε conditioned on y:

P (ε|Y ) ∝ P (Y |ε)P (ε)

where

P (Y |ε) =

n∏
k=1

exp(skyk)

yk!
e− exp(sk),

sk = β̂f(Xk:) + ε(Xk:)

and ε comes from the Gaussian random field with parameters σ̂2 = σ2 and φ̂ = φ estimated from

the semivariogram.

Step 2: Simulate ε∗ from the distribution of ε∗ conditioned on ε (since they come from the same Gaussian

random field, the conditional distribution is also Gaussian with associated parameters σ̂2 and φ̂).

Step 3: s∗k = f(X∗k:)β̂ + ε∗ (X∗k:) and y∗k = es
∗
k .

Step 4: Repeat steps 1–3 m times, where m is the number of simulations. Then the final predicted

response for the t locations of interest is the average value of the m predictions.
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6.4.3 Fused Poisson Lasso

In the Fused Poisson Lasso regression, the spatial location (i.e., postal code) is represented by a

categorical variable with d` values and encoded by a set d` binary covariates. Denote by L the set of

column indices containing these covariates. We seek a single vector of estimators β̂ that is the solution

of the following minimization problem.

β̂ = argminβ

{
− 1

|T |
∑
i∈T

log Pr(Yi = yi|λi = exp(Θiβ))

}
subject to

∑
j

|βj | ≤ t1 and
∑
j∈L
|βj − βj∗ | ≤ t2

(6.11)

In the above equation t1, t2 > 0 denote hyperparameters that require tuning and j∗ is the index

of the “nearest” (in a sense defined below) neighbor of the jth location. Note that the penalization

above represents a special case of a broader penalization framework, where for instance the differences

between all coefficients of the neighbours of the jth location would be explicitly penalized.

The `1-constraint with t1 as the right-hand side is a model selection mechanism, chosen so as to

make the regression coefficients in β̂ sparse. The `1-constraint with t2 as the right-hand side was chosen

so as to make the (categorical) coefficients describing similar locations identical (if it makes sense in the

context of the optimisation problem): that is, if a client moves from region 1 to region 2, where both
regions have similar geographic features (median income, local crime, etc.), and his (her) successive

houses are in similar conditions, there should not be a significant change in his (her) risk factor.

In practice, given a location indexed by j, we defined j∗ to be the index of the “nearest” location

in terms of distance with respect to the features. Because of the time limitation we used Euclidean

distance in the feature space.

Unlike GWR, this method explicitly assumes that regardless of spatial location (for all values of the

categorical variable location), the other covariates all have the same effect upon the response variable.

Regardless of whether this is true or not, the assumption corresponds to the problem specifications

(where client-specific factors cannot have an influence over space).

6.5 Results

Here we present the results of the different techniques.

6.5.1 Geographically Weighted Poisson Regression results

In Figure 6.4, with the optimal α, we plot the prediction of the Poisson rate λ at a subset of locations.

One can observe a degree of smoothness in the risk.

6.5.2 Poisson Kriging results

Using Poisson Kriging as described, we can generate a prediction for the frequency of claims being

made over space as seen in Figure 6.5.

6.5.3 Fused Poisson Lasso results

In Figure 6.6 we display the spatial distribution of the risk obtained through the Fused Lasso method

with various values for t1 and t2.
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Figure 6.4: Over a small validation set the average predicted λ for GWR is 0.00644 per year and the plotted values are
relative to this average value.

Figure 6.5: Plot of risk over space using Poisson Kriging. The response variable is smooth. It is important to note a
limitation in the R package geoRglm, which is not able to manage weights in observations; actual frequencies are therefore
not accurate.

Figure 6.6: Plot of risk over space using Fused Lasso. The different plots show the results for different choices of t1 and
t2 (the values increase as we move to the right).
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6.6 Conclusions and future work

Through the workshop we built upon and used three different techniques for the prediction of risk over

space. All techniques were able to provide predictions of risk over space, and each method has its own

pros and cons. We identify them below.

For Geographically Weighted Regression

• A single model serves to describe the entire dataset and make predictions;

• The resulting spatial distribution of predicted risks appears to be smooth;

• Predictions can be made at locations where there were no previous data;

• The algorithm is flexible in that different forms of weighting functions could be used, but this

also adds a level of arbitrariness to the fitting;

• The algorithm is time-consuming. It took more than two hours to run a sweep of 15 α-values in

cross-validation using only 1% of the unique postal codes in the smaller dataset of 47,000 records.

For Poisson Kriging

• The basic model is very simple and easy to interpret;

• Smoothness emerges from using the model;

• Unfortunately the model is difficult to apply for Poisson and other distributions (such as Gamma

and Tweedie, which are often used in insurance to model individual claim amounts and total

losses, respectively);

• The algorithm is slow and consumes a lot of memory: running it took more than two hours and

25G of RAM for an input of 5000 records.

For Fused Lasso

• The method is “global,” fitting everything all at once, and the results are intuitive;

• It meets the problem specifications;

• It cannot directly make predictions at locations where no client data are available since that
would introduce a new categorical value. For a new location, however, heuristics based on finding

the most similar location from known observed points (in a manner akin to the use of nearby

locations by GWR) could be used;

• It can be very memory-intensive: to make a prediction one requires at least as many dummy
variables as there are unique client locations. We can, however, fuse areas together (the j-th

location with its nearest neighbour, for instance), and consider the result as a new area with

its own nearest neighbour prior to running the optimization, until the number of covariates is

reasonable.

In future work it would be worthwhile to consider the following:

• Modify the objective function in the GWR to perform model selection (by adding an `1-penalty

to the minimization problem (6.4));

• Improve the management of observation weights in Poisson Kriging and increase the amount of

data that can be analyzed;

• Use the Mahalanobis distance [2] to select nearest neighbours for Fused Lasso.
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Abstract: When processing an indemnization claim in the insurance industry, it is critical to determine quickly

whether the claim is potentially fraudulent or not. This enables one to choose the actions needed in the investigation

and to slow down the payment process in order to allow the investigation to take place. Since human judgments often

display a lack of consistency, one would like to design automated prediction processes that will identify a preliminary

group of situations involving fraud. The common experience of the insurance industry suggests that it is crucial to

take into account networks of relationships among individuals, including their diverse roles, addresses, vehicles, etc.,

especially when fraudulent activities take place within these networks. Generally speaking, the investigative teams in

the insurance industry cannot process all the leads they receive: there is an urgent need for more “intelligence” in

the automated models selecting the leads submitted to investigators. Given (a) the relations known to the insurance

company, (b) the informations on the client, the insurance policy, and the claim details available at the time the

claim is filed, (c) the annotations made by the investigating team before the filing of the claim (there may be up

to 1000 annotations over a period of six years), the problem consists of designing a model that predicts whether a

claim is fraudulent or not. Once the model has been proposed, its quality must be evaluated. In order to do so the

company representatives have provided the team with a set of new claims and examined the claims prioritized by the model.

7.1 Data

To achieve our goals, we have at our disposal a claim dataset containing information about both

fraudulent and non-fraudulent claims, which includes structured fields about the household, their

policies, features of the risk, and features of the claim. It also includes elements commonly examined by

investigators, such as the time since the policy took effect and the time of day of the claim. In addition

there is network information, the purpose of which is to make the links between the different entities

(claim, claimant, policy, driver, vehicle, household, etc.) within a claim file. In the claim dataset there

are three types of claims annotations (reflecting the risk of fraud) made by human experts. Claims

that have been successfully demonstrated fraudulent are labelled “golden standard,” those that have

been referred for suspicion of fraud but for which the fraud has not been proven are labelled “silver

standard,” and claims that are referred for opinion are labelled “bronze standard.” Out of about 50,000

claims, around 30, 60, and 60 are annotated golden, silver, and bronze (respectively). The data focuses

on areas outside the greater Toronto area in Ontario and on insurance of physical persons.

7.2 Network representation for fraud identification

The aim is to identify fraudulent car insurance claims using network analysis. The main idea is to
identify groups of claims that are connected to one another (e.g., by sharing an address), as these may

be suspicious. To do this, we create networks of claims. We connect claims by an edge if they share a

common property (e.g., the same address or the use of the same repair shop). We examine whether

networks created in this way can help identify fraudulent claims.

In particular, we examine two networks:

1. The Personal Network: We connect claims if they share any of the following properties:

(a) Any person on the claim (driver, policy holder, claimant, main contact person, payee): two

claims are connected if any person appears in both claims (e.g. driver on claim 1, payee on

claim 2)

(b) Address

(c) Policy

(d) Household
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(e) Note: we believe including other connections, such as shared phone numbers or email

addresses, would also provide useful network information. This data is not currently

available, however.

2. The Vendor Network: We connect claims if they are associated with a common third party:

(a) Vendor (e.g., repair shop, clinic)

(b) Insurance advisor

The personal network The goal of the personal network is to identify groups of people who in all

likelihood know one another (e.g. have a shared address or appear on a policy) and have all appeared

on claims. Our hypothesis for the personal network is that claims that are linked (through the personal

network connections) to many other claims are more likely to be suspicious. There are several ways of

measuring the strength of connections of a vertex within a graph:

1. Vertex degree: that is, how many other claims is a particular claim directly linked with?

2. Size of connected component: how many claims is a particular claim linked with in total, including

via indirect connections (e.g. Claim 1 is linked with Claim 2, which is then linked with Claim 3)?

The vendor network The goal of the vendor network is to identify vendors with a higher rate of

participation in fraudulent claims. We cannot use the vendor network within the personal network,

because there are many vendors who are legitimate, but have many associated claims (e.g. a large

repair shop in a major city). Therefore the fact that claims are strongly linked through the vendor

network is not necessarily a risk factor. We consider instead two ways of identifying fraud through the

vendor network (there may be other ways):

• Claims that are closely connected (through vendors) to known fraudulent claims are more likely to

be fraudulent. This is a “supervised” approach, as it requires a list of known fraudulent/suspicious

claims.

• Claims that are closely connected (through vendors) to potentially “suspicious” claims, as

measured by some approach not using labelled frauds, such as their score from the personal

network.

In both instances, we expect that some/all claims (vertices in the graph) will have an associated “risk

score” (e.g. 0 if there is no fraud, 1 if there is a fraud, or a personal network “suspicion” measure).

With this information, vertices within the vendor network may receive a score through several measures,

such as:

1. Distance to fraud: a measure of how far away (via vendor connections) is a particular claim from

a known fraudulent claim. In this case it may make sense to treat claims with multiple vendors

in common as “closer” than claims with only one vendor in common.

2. Average “risk score” of nearby claims (including all claims that are at most X links away from a

particular claim, where X is small, e.g. X = 1 or X = 2).

Use of network information Ultimately this methodology could lead to the following workflow.

1. Maintain a network of claims (as described above), which is regularly updated as claims are added

or details changed.

2. When a new claim arises, include it into the relevant network and compute relevant scores

(e.g. measures of “connectedness” within the personal network).

3. Use the scores to determine whether or not to escalate. There are several ways in which this could

be done: if the score is high compared with those of other claims (e.g. in the top 5%), compute a

combined “risk score” from several measures or even incorporate any score(s) as a feature in a

supervised learning/regression model.
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There may be other simple rules that are relevant for making an escalation decision, such as value

of claim (or total value of linked claims) or location (e.g. rural areas have a higher risk of animal

collisions).

Example of a personal network To demonstrate the benefits of the approach just described, we used

four years of auto claims data to build a personal network. Based on the available data, we connected

claims based on shared policy, named person (claimant, policy holder, etc.), address, or “household

ID.” This gave us a network with approximately 32 000 claims, of which around 100 were flagged as

potentially fraudulent.

In Figure 7.1, we show a subgraph of the full personal network, with claims flagged as fraudulent

shown in red. As expected, we see many connected components (corresponding to claim subsets

unrelated to one another): most of these components consist of very few claims. There are, however, a

small number of components with several claims linked to one another.

Figure 7.1: Subset of a personal network graph. Red nodes are those that have been flagged as fraudulent.

Within this network we consider a subset of claims that are connected to one another, in order to

determine if this provides a useful indicator of fraud risk. Note that we are not so concerned about

identifying claims that are likely to be fraudulent: we wish rather to identify claims that have features

making them worthy of escalation to SIU/human intervention.

In Figure 7.2 we show the largest connected component of the personal network graph. This

component consists of 15 claims, linked for a variety of reasons (shared policy, shared address, etc.).

Upon detailed inspection by SIU experts from The Co-operators, they concluded that this collection of

claims has low fraud risk, and they would not recommend further investigations. In addition some of

these edges are likely spurious artefacts of the data extraction process. They note, however, that this

pattern of interrelated claims is of interest to them and having automated escalation of these would be

useful in practice.

We identified other large connected components, which were also inspected by SIU. In all cases either

these components included known fraudulent claims (or claims under investigation), or they included
features making the claims worthy of escalation/human consideration. As a result we conclude that

network analysis is a promising avenue of investigation for The Co-operators for identifying potentially

fraudulent claims.

We note that there exist commercial tools that can perform similar network analysis of claims,

aggregating data across multiple insurers. The benefits of The Co-operators having an in-house system

based on the approaches we have considered would include: no restrictions on data access (as all

claims belong to one company); customization of scoring/alerts; potential to incorporate multiple

insurance categories (e.g. home and auto) and multiple regions (as opposed to the current tools, which

are restricted to a single province).



78 G–2020–57 Les Cahiers du GERAD

Figure 7.2: Largest connected component of a personal network graph. The edges are coloured by the type of connection
they represent (e.g. claims on the same policy, or with a person in common).

7.3 Outliers detection using an autoencoder

The aim of this section is to identify fraudulent claims using an autoencoder. An autoencoder is a type

of neural network that performs unsupervised learning. The main idea is to use autoencoders to detect

outliers, which will alert the advisor to novel patterns in the data indicating potential frauds.

In particular an autoencoder will learn to identify non-fraudulent claims. It carries out this task

by creating a stochastic representation of the original input, with the goal of minimizing a certain

distance between the input and its corresponding reconstruction. The Kullback-Leibler divergence is

used to measure this distance. The autoencoder consists of two parts: an encoder function e = f(x)

and a decoder function d = g(e). To prevent the autoencoder from setting g(f(x)) = x for every x,

autoencoders are restricted in ways that allow them to learn only approximate representations of the

training data. If a fraudulent claim is input to the autoencoder, its representation (output) will differ

significantly from the input. This is to be expected since the autoencoder is trained exclusively on non-

fraudulent claims: hence it will only be able to represent successfully claims that have non-fraudulent

characteristics. In addition, since the autoencoder only learns to represent non-fraudulent claims, it
allows us to overcome a challenge that is often encountered in anomaly detection: imbalanced datasets.

Figure 7.3: Training of an autoencoder.

Specifically less than 1% of our dataset consists of fraudulent claims. The following hyperparameters

were manually tuned to optimize the performance of the autoencoder: the number of layers, the number

of neurones per layer, the loss function, the optimizer, the learning rate, the dropout rate, the L1 and

L2 losses, the batch size, and the number of epochs. Also batch normalization was needed to eliminate

the vanishing gradients problem. To measure performance we use recall, precision, and F-measure.



Les Cahiers du GERAD G–2020–57 79

Figure 7.4: How an autoencoder works once it has been trained.

Recall is the proportion of fraudulent claims correctly identified by the autoencoder, whereas precision

measures the proportion of fraudulent claims that were correctly predicted. In particular,

Recall =
Number of Fraudulent Claims Identified as Fraudulent

Number of Fraudulent Claims
,

Precision =
Number of Fraudulent Claims Identified as Fraudulent

Number of Claims Identified as Fraudulent
,

F-measure =
2 · Precision · Recall

Precision + Recall
.

Figure 7.5: Illustration of precision and recall.

Classification algorithms must always make a compromise between precision and recall. Indeed the

improvement in precision is often carried out at the expense of recall (which decreases as precision

improves) and vice versa. In this particular fraud detection problem we favour a higher recall at the

expense of reduced precision. We do this because we do not want to miss any fraudulent claim. Hence
we incur the cost of classifying more non-fraudulent claims as fraudulent. We do not consider this to

be a problem: false positives is a price that we are willing to pay to avoid false negatives.

Our results demonstrate that the autoencoder can achieve a recall of 100% and a precision of 96%

on a test set.

7.4 Supervised learning for fraud detection

In this approach, we try to detect fraudulent claims using machine learning, more specifically supervised

learning. To achieve this we have at our disposal a database containing about 100 features of many
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claims as well as a label for each of them. This labelling has been carried out manually by an expert

and reflects qualitatively the likelihood of a claim being fraudulent. There are four kinds of labels:

the rust standard, the bronze standard, the silver standard, and the gold standard. Claims labelled

with gold are almost surely frauds, while claims labelled with silver and bronze are suspected of being

fraudulent. A rust label means there is a small chance of the claim being fraudulent. In order to reach

our ends we decided to perform two-class classification on the claim dataset: for this purpose we created

an outcome variable taking the value 1 if the label is either gold, silver, or bronze and 0 otherwise. We

excluded the rust standard because it is very uncertain whether the claim is fraudulent or not.

The algorithm we chose to perform classification is a forest of classification trees, known as random

forest. This specific model was retained because it usually yields good prediction results on structured
data. This kind of algorithm is often referred to as a black box, which means it is not very good for

inference. Hence we focus here on having good predictions and we do not try to understand these

predictions.

Classification trees are valued for their simplicity and ease of interpretation but they are not very
accurate, mainly because of their lack of robustness. Indeed decision trees suffer from a high variability,

meaning that a small change in the data can change the resulting model dramatically. A random forest

algorithm consists of building many trees on modified versions of the data. Each tree has a large depth

in order to have low bias but high variability. We then get rid of variability by averaging the predictions

of all trees.

The database contains about 45 000 claims of which about 200 have an outcome of 1. Because

the data is highly unbalanced (i.e., the proportion of outcomes equal to 1 is very small), we perform

undersampling, meaning that we get rid of many observations with an outcome of 0 in order to rebalance

the classes. After undersampling, we are left with a “outcome of 1” proportion of about 10%. We split

the database into a training set and a validation set. The idea is to build classification trees until the

out-of-bag error stops decreasing, as illustrated in Figure 7.6. Each tree is fitted on a modified version

of the data, that is to say on a bootstrap sample. Also p = 30 features are sampled at each iteration.

This feature distinguishes the random forest algorithm from the bagging algorithm, where all features

are kept. This tweaking allowed us to decorrelate the trees and hence to achieve a better performance.

We evaluated the trained model on the validation dataset and we obtained an AUC of 0.91. This looks

pretty good, but it is an AUC that is usual for the domain of fraud detection. Using feature engineering

would surely have improved the model. The ROC curve obtained is displayed in Figure 7.7.

Figure 7.6: When training a random forest algorithm, we stop fitting decision trees when the out-of-bag error stops
decreasing. For the random forest algorithm illustrated here, we would choose to keep about 300 trees in the model. Note
that the number of trees chosen is subjective.
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Figure 7.7: ROC curve obtained on the validation dataset.

7.5 Acknowledgements

Lindon Roberts and Fabian Ying acknowledge the support provided by the EPSRC Centre for Doctoral

Training in Industrially Focused Mathematical Modelling (EP/L015803/1).



82 G–2020–57 Les Cahiers du GERAD

8 Development of a mathematical framework to represent a 2D/3D
smooth geometric structure

David Bernier a

Dominic Desjardins Côté a
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activité à but lucratif ou pour un gain commercial;

• Peuvent distribuer gratuitement l’URL identifiant la publica-
tion.

Si vous pensez que ce document enfreint le droit d’auteur, contactez-
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8.1 Introduction

The goal of this project from a data processing and machine learning perspective is to generate shapes

with “good performance,” where good performance is determined by the underlying physical problem,

such as photonic component efficiency.

The photonic component design has been largely driven by manual structure design with a handful of

degrees of freedom (parameters). Some method of parameter tweaking or sweeping in conjunction with

the physical simulation is subsequently used to identify the right combination of parameters (i.e., one

that maximizes the performance). Over the last decade there has been a trend to relax the structural

constraints of the design space and let the machine search for optimized designs, mainly using various

global search techniques or gradient-based topological optimization methods. The goal is two-fold:

existing photonic components can be replaced by components with much smaller footprint without

compromising on the performance; components with complex functionalities can be designed without

the need to rely on a strong physical intuition (which is not always available). Those approaches,

however, still fall short, since typical optimization methods produce only a handful of optimized designs,

limiting the understanding of the general high-dimensional parameter space and its capabilities. In

particular, since the design space is under-constrained (e.g., many geometries will satisfy the objective),

we expect that there exist large pockets of good designs that standard optimization approaches cannot

map. Characterizing the subspace of good designs gives a more complete picture to the designer and can

help develop physical insights into the geometry. Also such a characterization allows the flexibility to

choose the appropriate design, that is, one satisfying other requirements that change from application to

application (i.e., different photonic circuits used for different purposes might have their own constraints

in addition to the main Figure of Merit) or requirements dictated by different foundries.

As an example we consider the parameterized power splitter design problem https://apps.

lumerical.com/inverse-design-y-branch.html. The objective is to design a splitter that splits the

power perfectly (50%-50%) between two channels. The shapes are determined by a 10-dimensional

vector of parameters, which are optimized relative to the performance objective function: this function

is called the Figure of Merit (FoM). The shape is generated from this 10-dimensional vector. A primary

aim is to be able to generate shapes in a parameter-free fashion, which will enable more complex and

un-intuitive (at least by human standards) designs. In this document we describe a possible machine

learning path for this problem, identifying the overall approach, key sub-problems, as well as potential

pitfalls and solutions.

The report is organized as follows: the second section describes a design problem faced by NRC

researchers; the third section outlines a machine learning approach for this problem (and possibly other

design problems); the fourth section examines tools used in the “discriminator” part of the machine
learning approach; the fifth section contains a discussion of the “generator” part of this approach;

and the remaining sections present ideas based on topological data analysis that could be used in the

“generator” and “discriminator” parts of the machine learning approach.

8.2 Two-channel splitter dataset

The dataset provided for the proof-of-concept within this workshop is a set of results from iterative

optimizations run from a total of 494 random 10-parameter initializations of the power splitter curve.

For each vector of parameters, we observe the gradients from Maxwell’s equations as well as the Figure

of Merit denoting the efficiency of the power splitter derived from these equations.

https://apps.lumerical.com/inverse-design-y-branch.html
https://apps.lumerical.com/inverse-design-y-branch.html
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Figure 8.1: Example image of a power splitter (left) and its parametric 10-parameter representation (right).

Among those parameterizations that produced curves of high efficiency (FoM ≥ 97%) we observe

two principal clusters of curves (Figure 8.2). We observe these curves in Principal Component Analysis

(PCA) applied both to the 10-parameter curves and to the scattering coefficients of the interpolated

curves (Figure 8.3).
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Figure 8.2: Two principal clusters of high-efficiency curves in the provided data.
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Figure 8.3: Principal components analysis of (left) 10-parameter curves and (right) scattering coefficients of interpolated
curves, with a colouring of the principal clusters of high-efficiency curves in the provided data.

Due to the nature of the data (which were generated by an iterative optimization process), we cannot

consider the data to be drawn in an i.i.d. fashion from the manifold of appropriate solutions. Also the

distribution of figures of merit is inherently biased towards 1 since the gradient steps become smaller as

the designs become closer to the optimum. Another consideration is that minute differences in efficiency

between low-performance splitters are unimportant, while small distinctions in high-performing designs

are of great interest. As a result we remove all designs with Figure of Merit smaller than 0.6 and

transform the figure-of-merit to a new scale by using the transformation

FoM ′ = − log(1− FoM2).

Finally we subsample the data (removing 15% of the total data points) by local density in order to

remove highly similar designs from the training data. Figure 8.4 shows the distribution of figures of

merit before and after the preprocessing of data.
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Figure 8.4: Histogram of figures of merit before and after data preprocessing.

8.3 Machine learning approach

We propose to train a generator , denoted by G: given a randomly generated vector Z ∈ Rd, G
will output a candidate shape G(Z). It is important that any design can actually be fabricated

by practitioners. Hence the generator will be trained to generate shapes that not only have good
performance according to the Figure of Merit but are also sufficiently smooth. While the space of

all shapes is a priori infinite-dimensional, we will assume that the space of good shapes, meaning

physically possible and with good Figure of Merit, is in fact of relatively low dimension; after G has

been successfully trained, it will, with high probability, output shapes in this low-dimensional subspace.

We propose to use a modified version of a generative adversarial network (GAN) to generate the

candidate shapes. As in the GAN framework (see Figure 8.5) there are two components:

1. The generator, which will need to take in a latent random vector Z ∈ Rd and generate an binary

image x(u), where u is in [0, 1]× [0, 1];

2. A discriminator, which will predict the performance of a device designed from an image x(u).

Figure 8.5: Schematic description of a GAN.

This modified GAN will be a generative model that receives reinforcement based on the “performance

of circuit” predicted by the surrogate model (see Figure 8.6). In the following sections we provide

preliminary approaches (serving as “proof of concept”) for both the generation and discrimination

tasks, where the latter is considered via scattering transforms and topological data analysis.

8.4 The scattering transform

The scattering transform is a wavelet-based feedforward network that was introduced by S. Mallat[1]:

it inputs a signal f ∈ L2(Rd) and outputs a sequence of numbers that we call “scattering coefficients.”

These scattering coefficients encode important information about the signal and have been used for

machine learning tasks in fields such as audio processing [4], medical signal processing [5], and quantum
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Figure 8.6: Schematic description of the proposed experimental approach.

chemistry [6]. The architecture of this network is modelled after a convolutional neural network,

using multi-layered alternating cascades of convolutions against filters and pointwise nonlinearities as

illustrated in Figure 8.7. Unlike standard CNNs, however, the scattering transform uses pre-designed,

wavelet filters rather than filters learned from training data. The use of designed filters allows the user

to design a network with invariance and stability properties that may be desirable for a given task.

The scattering transform can be defined formally as follows. Let J ∈ Z and let ψ ∈ L2(Rd) be a

fixed “mother-wavelet” (a mean zero function such that ‖ψ‖2 = 1). For j ≤ J let ψj(x) = 1
2j ψ

(
x
2j

)
and

U [j]f = M(f ? ψj),

where M : L2(Rd)→ L2(Rd) is the modulus operator Mf = |f |. The one-step scattering propagator is
an operator U : L2(Rd)→ `2(L2(Rd)) defined by

Uf = {U [j]f}j∈Z. (8.1)

Let φJ be a low-pass filter such that {φJ , ψj}j≤J satisfies a suitable Littlewood-Paley condition (see [1],

Equation 2.7), and let AJ be the averaging operator defined by

AJf = f ? φJ .

For j1, . . . , jm ≤ J we let

S[j1, . . . , jm] = AJUjmUjm−1 . . . Uj1f

and define the scattering transform S : L2(Rd)→ `2(L2(Rd)) as

Sf := {S[j1, . . . , jm]f : m ≥ 0, j1, . . . , jm ∈ Z}.

We note that a number of variations of the scattering transforms have been developed: for instance

Figure 8.7: A two-layer scattering network for an input signal f . White dots represent the output of the scattering
propagator U and the black dots represent the measurements extracted at each level.

they replace the modulus with another nonlinear activation function σ, or replace wavelets with other

classes of filters, or replace AJ with another pooling operator (see e.g. [3] and [2]).
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To illustrate how the scattering transform can be applied to scientific problems, we briefly review [3],

which used the scattering transform (suitably modified to take the relevant physics into account) to

study the formation energies of amorphous Lithium-Silicon (LiSi) systems.

Figure 8.8 displays the first- and second-order wavelet coefficients that result from convolving a

LiSi signal f with a cascade of wavelets {ψλ}λ∈Λ. We note that the top left image shows a smearing of

the atoms and as the wavelets are dilated the interference pattern spreads to longer-length scales. We

observe a similar behaviour for a higher-order wavelet in the second row but with different interference

patterns. Since the interference patterns depend upon different distances between the atoms, we say

that the wavelet transform separates length scales. In applying a second-order wavelet transform to

|(f ∗ψj1)| the interference patterns are recombined in a new interference pattern showing the interference
within the interference pattern of the prior layer. In this way length scales are recombined.

Figure 8.8: Left: A cross-section of a representation of a typical LiSi atomic system. Right: Example wavelet coefficients
for the given LiSi system. Higher-order wavelets along the vertical axis of the images and a second-order transform of the
indicated system are shown.

Observe that a typical atomic system is composed of locations with an atom and surrounding space

and is similar to a nanophotonic image with various components of Si with gaps of air. Hence when we

apply the scattering transform to representations of nanophotonic designs, analogous patterns will arise.

The wavelets used in [3] were modelled after the solution to the Schrödinger equation for the hydrogen

atom. Our current results used default wavelets available on the site [https://www.kymat.io/]. In

future work, however, we intend to use a modified class of filters, possibly consisting of shearlets or

other commonly used signal processing filters, which are custom-designed for nanophotonics.

For the nanophotonic design problem there are two possible directions with this framework. The

first one is to create a scattering network to fit the FoM labels for the 2D images of designs. The second

one is to use the wavelet transform coefficients directly to predict the FoM labels. We describe these

approaches below.

8.4.1 Regressing over scattering coefficients

The network in this approach is given by training the weights w0, wλ1q, wλ1λ2q in the following model.

ỹ(f) = w0 +
∑
j1

wj1‖|f ∗ ψj1 | ∗ φ‖1 +
∑
j1,j2

wj1j2‖||f ∗ ψj1 | ∗ ψj2 | ∗ φ‖1 (8.2)

We note that this model does not necessarily have to fit the FoM with high precision: rather an

acceptable goal is to distinguish accurately between two designs by preserving the ordering of FoM

values. That is, for two designs f1, f2 we request that ỹ(f1) > ỹ(f2) holds if FoM(f1) > FoM(f2) holds,

or vice versa. Knowledge of how the database is formed can be used to meet this objective. Given a

sequence of designs {fxi
}Ni=1 resulting from the optimization algorithm with fxN

denoting the optimal

design, we choose as training data the designs {fxi′}i′∈Θ for 1 � i′ � N , that is, the designs with

large gradient in the FoM with respect to the design parameters.
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The performance of the model (8.2) on LiSi systems can be seen in detail in [3]. A possible drawback

of this approach is that the wavelet coefficients are summed to a single scattering coefficient for each

wavelet, thereby causing a loss of information about the shapes of Si inclusions in the design. This

information is encoded in the network through a cascade of scattering coefficients from wavelets at many

scales and orders and is recovered at an additional computational cost. This motivates a modification

of the model as described below.

8.4.2 Regressing over principal components wavelet coefficients

Rather than regressing over the scattering coefficients we seek to preserve the information encoded in the

wavelet coefficients that captures the shape boundaries in the component design. The leftmost wavelet

coefficients image of the second row of Figure 8.8 shows how a first-order wavelet transform encodes the

perimeters of circular inclusions within the material domain. The second-order wavelet transform of this

image shows perimeters of groupings of circular inclusions. This suggests that constituent design shapes

at varying scales are effectively captured by the coefficients of the wavelet transform. In other words,

given a database with an appropriately diverse set of constituent geometries, the wavelet transform will

highlight these shapes. A PCA can then be run on the 2D images of the coefficients (8.1).

A reduced subset of the principal components B = {φi}Ni=1 with largest singular values may be

selected as a basis. The coefficients of the wavelet transform of the design may then be projected onto

this basis as follows.

PB(U [j]f) =

Nr∑
i=1

λiφi

The components of the projections of scattering coefficients form the features over which we regress in

this formulation, rather than the scattering coefficients above. The resulting model may be written as

ỹ(f) = w0 +
∑

wiλi(f),

with λi depending on f through the projection. The same procedure may be applied to the second-order

wavelet transform coefficients with a PCA basis B1 = {φ1,i}N1
i=1 over the first-order coefficients and a

second basis B2 = {φ2,i}N2
i=1 over the second-order coefficients. The resulting model is then

ỹ(f) = w0 +
∑

w1,iλ1,i(f) +
∑

w2,iλ2,i(f)

with λ2,i = 〈U [j2]U [j1]f, φ2,i〉 holding.

8.4.3 Predictive filtering and evaluation of proposed shapes

Initial work shows that 1D scattering coefficients on the cubic spline interpolated curve are sufficient to

describe the functionality of the parametric designs. We trained a linear support vector regression on a

range of different coordinate systems to find the ideal representation of the data. Figure 8.9 shows the

coefficient of determination

R2 =

(
1−

∑
(y − ŷ)2∑

(y − E[y])2

)
for each of the following feature vectors: 1. 1D parameterized curve, the 10-dimensional parameter

vector; 2. 1D interpolated curve, the high-dimensional vector output of cubic spline interpolated on the

10 parameters; 3. 1D scattering transform, the output of 1D scattering on the interpolated curve; 4.

2D binary image, a matrix representing the cross-sectional view of the device with 1 representing the

filled space inside the boundary and 0 representing the space outside; 5. 2D scattering transform, the

output of 2D scattering applied to the 2D binary image. We found that in general 1D scattering was

sufficient to represent the important features of the device relative to its performance; future work,

however, should consider 2D representations as these will allow the analysis of non-parametric devices

that are not necessarily symmetric, filled, or described by a low-dimensional parameter vector.
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Figure 8.9: Performance of linear support vector regression on different coordinate systems of input data.

Given a good feature vector and surrogate model, we can then generate new data points according

to the data distribution and pass these through our regression to find a small subset of designs with

high predicted performance. These designs can then be passed through the simulation to determine

their true Figure of Merit and thus validate the performance of the model, and can be reincorporated

into the training set in the context of active learning. This allows us to refine our predictions and to

expand gradually the region of the manifold of good designs from which we are able to sample.

Unfortunately, since the scattering transform is not easily injective, we are not able to generate

shapes in the scattering coefficients. Instead we generate data in the PCA space on the parameter

vectors. We obtain new parameter vectors by applying inverse PCA, then interpolate these new curves
and pass them through the scattering transform in order to predict the Figure of Merit for these new

curves. We then filter these curves according to their predicted Figure of Merit, retaining only the top

100 curves. Figure 8.10 shows the distribution of coordinates in the PCA space (on the parameters)

of the generated curves relative to high-efficiency curves from the training data (FoM > 0.9) and

low-efficiency curves. We see that the generated curves have a distribution that is similar to that of the

high-efficiency curves. Also simulating the Figure of Merit for these designs yields overall admissible

true figures of merit, with a maximum value of 0.981, just short of the highest overall FoM in the

training data of 0.987. Figure 8.11 shows the predicted and actual figures of merit of the generated

points and displays these projected onto the PCA space of the training data; we see that these points

fill in some gaps on the training data manifold, providing additional data to the model that can be

used in active learning to improve our design process.

8.5 Generation of new shapes with kernel classification

In order to find a more general way of generating arbitrary shapes from a small number of parameters,

we used kernel classification on a cloud of data in R2 taken from two different classes. For example,

in Figure 8.12a, purple and yellow points represent members of different classes. With the Gaussian

kernel we can construct a prediction function that takes a point in R2 as an input and outputs the

probability that the point belongs to the yellow class. For example, if the prediction of one point is

greater than 0.5, then we classify it as belonging to the yellow class. We can apply this prediction
function to all of the pixels and partition the figure into two parts. The border between the two regions

is a curve that we can use to compute the efficiency of the shape.
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Figure 8.10: Absolute value and standard deviation of principal components of high-quality designs from training data,
low-quality simulated designs from training data, and generated designs filtered by the surrogate model.

Figure 8.11: Figure of Merit values calculated from photonics simulation of surrogate-model-generated designs compared
with values predicted by support vector regression.

(a) A Gaussian kernel classification with symmetric
data as an analogue to the construction with cubic
spline. Points display the training data and the back-
ground illustrates the decision boundary.

(b) The border of decision from the Gaussian kernel
classification provides a boundary curve as an ana-
logue to the provided training data.

Figure 8.12: Gaussian kernel classification for generation of a symmetric shape.

Next we considered the case where our shape is not necessarily symmetric. In this case the parameters

used were the coordinates of all the points, the kernel to be selected, and the hyperparameter for the

classification. Unfortunately the large size of the parameter space caused problems. In future work

we will attempt to find a good way to use fewer parameters without completely compromising the

additional flexibility obtained by using this more general model. Even if it is possible to use fewer

parameters, however, performing optimization in the parameter space will remain a difficult task.

One of the possible solutions would be to build a generative model that will produce good shapes

automatically.
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Figure 8.13: A Gaussian kernel classification for a non symmetric data cloud. For this example we use 34 purple points
and 66 yellow points generated randomly as training data.

8.6 Classification of data sets by means of homology

Simplicial, cellular, cubical, and other types of homology are the mathematical tools linking together

the algebraic and topological properties of a manifold. Ideally we model the dataset from a given

experiment as lying on a manifold of a certain dimension. Based on how we model the manifold,

we must decide which version of homology is the most appropriate. In analyzing 2D images, which
consist of pixels, the cubical homology is a good fit. Images with high resolution contain hundreds of

pixels. Homology calculations can take days if carried out by hand while computational tools such

as CHomp [10] can do this job in less than one minute. Cubical homology has been comprehensively

studied in [7] and reviewed in [8]. CHomp provides homology computations for simplicial, cubical, and

relative homology as well as various other computations.

Here we examine the output of CHomp applied to an image of a device design from [9]. Figure 8.14a

displays a 2D graphical representation of the device. The image will be treated as a cubical complex

and we will study its zeroth- and first-order homology. It is possible, however, to use relative homology

to extract more information from the image, which could potentially result in a better classification of

the data set.

(a) 2D image representation of
inverse-design device from [9].

(b) 2D image of the device with
the background of the image re-
moved. The image contains 77
connected components as well as
a contour.

(c) 2D image of the device
with only shape borders retained.
The image contains 97 con-
nected components as well as 16
contours.

Figure 8.14: CHomp homology analysis of a device design.

CHomp produces the zeroth- and first-order homology of the image by treating white pixels as empty

space and all other colors as filled space. The number of generators in zeroth-order homology (exponent

of Z) stands for the number of connected components in the image. The number of generators for the
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first-order homology tells us about the number of 2D loops in the image. Since the images are produced

in various ways and “purified” (i.e., unwanted pixels are removed), the zeroth- and first-order homology

dimensions can have different meanings. We emphasize that the homology loses some information

about the geometry of the shape. This method cannot distinguish between a single pixel and a filled

disk, or between a circle and an ellipse. The lack of geometric information can be compensated by the

study of persistent homology barcodes or the birth/death diagram. Image analysis using homology,

together with persistence homology barcodes and birth/death diagrams, can help with the classification

of the raw data. Thus we will not have to study each individual piece of data.

Whitening the background image may result in contour creation, which can produce unexpected

or undesirable results. This can be observed in Figure 8.14b and Figure 8.14c. This is an artifact of
imperfect removal of background or simplification of shape borders. This highlights the importance of

carefully preprocessing the input image.

8.7 Applying topological data analysis

We applied topological data analysis [11] to the data to extract topological features. With homology as

the only tool it can be hard to compare similar figures with one another. So we add a parameter that

increases with time in order to obtain a nested sequence going from the empty set to the complete

shape. We then compute the homology of each element within this sequence. This method is called

the “persistent homology” method. At any time a topological feature can be born if a new basis of the

homology is created and die if a basis disappears or multiples bases merge together. We can build a

barcode diagram containing every interval with its birth time and death time. Moreover we can build

the persistence diagram, which represents each interval by a point (with the x axis representing the

birth time and the y axis the death time). For the implementation of this method we use a Python
package called Dionysus 2, which includes tools for topological data analysis.

First we extracted a filtered data set from the data set using a threshold of 0.97 of efficiency. This

operation created a data cloud in IR10 and we applied a Rips filter to it. This filter creates a ball of

radius r centred at a point in the data cloud: we modified the radius over time. We computed the H0

homology of this filter. We realized that the data points were close to one another and the data set

had one main connected component. This gave us a global idea of the data in the parameter space but
we could not deduce anything interesting from the barcode diagram.

Figure 8.15: Barcode diagram on the parameter space of the dimension 0 homology with a Rips filtration.
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In another approach we applied a height filter on the parametric curves from the filtered data

set with a threshold of 0.97: we were hoping to find a pattern to be able to construct some clusters.

This height filter computes the set of all points above a horizontal line. This line is the parameter of

the persistence homology going from the maximum height to the minimum height of the curve. We

know that the curves from the data set have only one connected component: thus the filter detects all

maxima of the curves. In the barcode diagram the birth represents the first time we encounter the

maximum and the length shows how the height of the maximum compares to the two minima in its

neighbourhood. We compare all the persistence diagrams using the bottleneck distance, defined as

follows.

W∞(X,Y ) = inf
η:X→Y

sup
x∈X
‖x− η(x)‖

We were able to find two classes of curves that were of the same form as those found by the other

techniques we used.

Figure 8.16: Example of a height filter on a curve from the data set.

Figure 8.17: Some curves on a persistence diagram, with the two classes of curves.

8.8 A simple data-driven approach for identifying the underlying
structure

From a data-driven perspective, a natural way to gain more understanding and obtain (hopefully) more

solutions to the original problem is through identifying and extracting patterns from the collection of

existing good solutions, then reproducing the patterns to generate other good solutions.

For simplicity, in order to study the best class, we first extract from the existing data set solutions with

a Figure of Merit (FoM) greater than 0.985 (Figure 8.18a). Alternatively we can classify solutions using

homology. By looking at the scatter plot of the parameters from all the best solutions (Figure 8.18b),

we can roughly observe an obvious pattern: there are more degrees of freedom in the third and fourth
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dimensions than in the other dimensions. Further useful information on the underlying pattern, however,

cannot be revealed by that kind of plots, such as the density at different values in each dimension

(related to the parameter values).

(a) Filtered Solutions with FoM > 0.985. (b) Scattered Plot of Filtered Solutions.

Figure 8.18: Plot of solution profiles: the third and fourth dimensions have a larger range of variation than
the other dimensions, indicating that they have more degrees of freedom.

To resolve the issue we embed all the scattered data points ~ui in R2, with the ordering indices as
the first dimension and the parameter values as the second; then we apply a heat kernel to every one of

them and compute the overall heat function F for every ~x ∈ R2 (for some small constant ε).

F =

N∑
i=1

exp

(
−‖(

~x− ~ui)‖2
ε

)

In this fashion, if a region and its neighbouring area have a higher density or frequency, then it

will contain more heat and be easy to identify (Figure 8.19a). Such regions are more noticeable in a

contour plot (Figure 8.19b). Moreover, if we impose a threshold on the level surface in order to filter

out regions with lower heat, we can recover regions of significance and points in these regions can be

interpreted as key nodes to form the best class of solutions (Figure 8.19c).

By investigating the regions of significance or even just the contour plot, we can already draw a

conclusion similar to the previous conclusions: the third and fourth dimensions have more degrees of
freedom than other dimensions (which are basically restricted to certain values). This information is

crucial and useful: if we represent the set of parameters as a real vector ~v in a 10-dimensional space (i.e.,
~v ∈ R10 holds), the parameter sets corresponding to the best solutions are included in a 2-dimensional

manifold within R10. Hence if we can determine the expression of this 2-dimensional manifold, we can

generate new parameter sets by sampling from this manifold and extrapolate to get new shapes for our

devices.

Fortunately we can easily obtain an expression for the manifold in this case. Direct observation

reveals that the average of the third and fourth dimensions of all the curves is approximately constant.

If we compute this average, we find that it is comprised between 0.56 and 0.71, which is a narrow range

because the parameter values range from 0 to values greater than 1. Thus we can apply this restriction

along with the individual restrictions on the third and fourth dimensions x3, x4 (respectively) to obtain

the expression of our underlying manifold.
0.56 ≤ (x3 + x4)

2
≤ 0.7

x3min < x3 < x3max

x4min < x4 < x4max
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(a) Heat Map. (b) Contour Plot. (c) Points with High Heat.

Figure 8.19: By applying a heat kernel to each parameter point, we can extract significant regions and points.
(a) We can roughly identify points in each dimension with high frequencies. (b) This figure displays the
contour plot of the heat function. (c) This figure displays a scatter plot of the points with high heat value.
Figures (b) and (c) reflect solutions embedded in a two-dimensional manifold.

This system of inequalities corresponds to a “thick” plane segment embedded in the 10-dimensional

space. In other more general cases, we can achieve dimension reduction by looking at the variance of

each dimension: if the variance of some dimension is lower than a certain threshold, we can treat it as

a fixed dimension and neglect it, and then we can deal with the remaining dimensions with tools like

manifold learning or topological data analysis (as introduced above).

Continuing our analysis we generate two sets of new solutions (each set containing ten solutions) in

slightly different ways: the solutions in the first set are sampled from the points of significance with the

above restrictions. For the second set of solutions we only sample x3, x4 from the above 2-dimensional
manifold and let the value of the parameter in any other dimension be the average of all the values of

this parameter for good data. The results displayed in the following table indicate that our approach is

reasonable. The high variance in the column titled “Result 1” occurs because we sample points from

Figure 8.19c, which introduces degrees of freedom for every dimension. The stability of the values in

the column titled “Result 2” validates the statement that the 2-dimensional embedded manifold is

actually a “thick” plane segment.

index Result 1 Result 2

1 0.983 0.9859
2 0.972 0.9852
3 0.972 0.9863
4 0.961 0.9841
5 0.964 0.9862
6 0.984 0.9852
7 0.984 0.9859
8 0.975 0.9863
9 0.964 0.9850
10 0.968 0.9859

8.9 NRC - Short term plans (3 months)

We will implement a set of techniques and methods for generating high-performance candidate devices
based on the training data. The developed algorithms are expected to generate free-form shapes for

testing and evaluation. We anticipate that some of the techniques will rely on the gradient information

of the FoM with respect to the changes in a given shape as a guidance for improvement. Therefore we

plan to take the following actions.
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• It is necessary to implement libraries that can be used to run Maxwell’s equation simulations and

extract the gradient information with respect to the changes in the epsilon function (the quantity

representing the property of a material). This can be carried out using the adjoint method where

only one forward and one backward simulations are needed to extract the gradient information.

This will be carried out based on the recent Lumerical inverse design package implementation.

• It will be important to identify whether the optimization and identification of the manifold of

good designs must be carried out over a design space in which the epsilon function is allowed to

vary continuously, or instead, the epsilon function is discretized, as in a real device scenario. The

appropriate way to represent the shapes and parameters will be agreed on and implemented.

• The implementation of the automated way to simulate new shapes and output the results (FoM

and the gradients) will be considered to speed up the data collection and training process. Before

it is implemented, evaluation of additional designs will be run manually upon demand.
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activité à but lucratif ou pour un gain commercial;

• Peuvent distribuer gratuitement l’URL identifiant la publica-
tion.

Si vous pensez que ce document enfreint le droit d’auteur, contactez-
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Abstract: We construct a simple algorithm for the separation of different types of short radio signal interference.

9.1 Introduction

The Dominion Radio Astrophysical Observatory (DRAO) is located in a geographically isolated region

near Penticton B.C. This is the site of a multitude of sensitive RF detectors that require a quiet RF

spectrum to operate effectively. On any given day the site can experience any number of transient RF

signals (typically around 1GHz in frequency) emitted by a variety of sources. Some of these are random

noise but the majority have some sort of “organized” human origin. An example of such might be

the electronic key used to unlock a car. The human-made signals tend to have distinctive modulation

patterns and (digital) signatures. DRAO would like to develop the following capabilities.

• Classify and Cluster the set of known RF sources as they are determined.

• Identify any novel RF sources that have not been previously classified.

• Provide a set of descriptors for each novel source.

• Update the clusters dynamically as novel sources are identified.

After this the hope is that any novel sources can be identified with this technique and then eliminated.

One method for doing this might be to use a straight machine learning approach in which an

auto-encoder is trained on a large number of labelled signals, which can then be classified. Whilst this

is promising in theory it takes time to code up and to train the auto-encoder successfully, and the

complexity of the signals means that a lot of data and significant computing power would be needed

to do this. The IPSW was too short to implement a full machine learning approach to this problem,

although it is a perfectly feasible way to proceed.

Instead the procedure adopted in the IPSW was to make a careful visual inspection of the various

signals using both the time series and the spectrogram. The visual inspection quickly revealed a clear

pattern of qualitatively different types of signal that could be used for subsequent classification. This

was mainly based upon the modulation pattern of the different signals. Two classifiers for the signals

were then considered: one was the use of higher order cumulants (essentially moments of the signals).

The second was a simple count of the number of peaks of the signal in the time and frequency domains.

It was found that a combination of these two classifiers was sufficient to partition the observed signals

into classes that agreed with the visual comparison of the signals.

9.2 Background

The location of the DRAO is shown in the figure below.

Radio interference at this location can be detected and measured both as a time series and as

a frequency spectrogram. Typically the interference occurs at frequencies of around 400MHz-2GHz

and is a mixture of natural and human-made signals. Such signals are usually localized in both time

and frequency. This allows separate signals to be identified and studied. Different signals display a

characteristic shape in both the time and frequency domains, largely associated with their modulation

type. The procedure we adopted in the IPSW study was as follows.

1. Separate the signals using bounding boxes.

2. Produce an indexed dictionary of the different signals.

3. Visually inspect the different signals in both the time and frequency domains.
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4. Visually label the different types of observed signals according to their qualitative form.

5. Determine various quantitative classifiers of each signal based on the qualitative inspection. above

6. Partition the different signals using the classifiers.

7. Compare the partition determined in 6 with the labels determined in 4 to assess the reliability of

the classifiers.

Figure 9.1: The locations of the radio observatory and possible radio sources.

This procedure was completed successfully during the course of the IPSW. It was greatly aided by

the work of DRAO members, who had already carried out tasks 1 and 2 before the meeting.

Note that this procedure differs from the usual machine learning approach in which the auto-encoder

would be trained on the labelled data and would essentially determine its own classifiers in an automatic

fashion. It would be a very good idea to compare this approach with the results of the IPSW but this

will take time and computational effort.

9.3 Signal separation

The figure below shows a spectrogram of the measured signals over a frequency range of 435MHz-

485MHz for a period of about 145s. In this figure we can see a number of signals at distinct frequencies
that are almost certainly due to organized human activity. In contrast the broadband signal at time

110s is probably a short burst of noise.

The signals isolated in time and frequency were separated using an algorithm developed by DRAO,

which used a machine learning approach to place a bounding box around them in the spectrogram (as

illustrated below). The result was a series of separated signals, which could then be compared both

qualitatively and quantitatively. A typical result is shown in the second figure below.

9.4 Qualitative labelling of the different signals

The indexed signals were then examined, both in the time domain (plotted left below) and the

spectrogram (plotted right below). The signals have a characteristic form showing different types of

modulation. The modulation type allows a rough classification, which we now describe.
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Figure 9.2: A spectrogram of the observed signals over a 145s window.

Figure 9.3: Placing boxes (through machine learning) around the signals in the spectrogram.

Case 1: FM This is plotted in Figure 9.5 and is a short tone burst. This is a short pulse of constant

amplitude. The spectrogram shows a main carrier frequency and a series of side bands. This is a

characteristic signature of a frequency/phase modulated signal.

Case 2: FSK This is illustrated in Figure 9.6. In this figure we see a signal with a series of pulses of

amplitudes 1:2. The spectrogram shows evidence of a limited number of frequency components. We

suspect that this is evidence of a frequency shift key (FSK) modulated signal.
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Figure 9.4: The separated signals in the spectrogram.

Figure 9.5: A short FM tone burst.

Case 3: ASK The next signal (which is very similar to the one before and is illustrated in Figure 9.7)

appears as a series of short pulses of amplitudes in proportions 1:2. The frequency of these pulses shows

significantly more components than the previous signal. There is evidence here of Amplitude Shift Key

(ASK) modulation. The signature of this signal is consistent with a key fob used to unlock a car.

Case 4: Noisy burst The signal illustrated in Figure 9.8 shows a single pulse with a broadband

spectrum. This shows no evidence of any form of modulation.



102 G–2020–57 Les Cahiers du GERAD

Figure 9.6: A FSK modulated signal.

Figure 9.7: Amplitude Shift Key (ASK).

Case 5: Unknown box The signal illustrated in Figure 9.9 shows a single (long) pulse with a broadband

spectrum superimposed on a broader band noisy burst. This shows no evidence of any form of modulation.

We call this a box given its characteristic spectrogram signature.
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Figure 9.8: A noisy burst.

Figure 9.9: A “box” signal.

9.5 Differentiating between different signals

We now consider more quantitative ways of discriminating between types of signal.
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9.5.1 Signal features

Signals clearly differ in the time of day when they are sent, their length, and the frequency (or

frequencies) at which they are sent. These all give crude separation measures and may be correlated

with different types of human behaviour such as leaving for work at a certain time. Signals also have

different modulation types for their information content. These can be classified as Analogue Modulation

types: AM, SSB, DSB, FM, PM, and Digital Modulation types: ASK, FSK, PSK, QAM, BPSK. These

act as more precise separation measures as it is likely that different devices will employ different forms

of modulation.

It is natural to consider separating signals by looking at their modulation types. A well established

way, which is claimed to do this, is the method of using higher order cumulants [1]. Suppose that

the received signal (assumed to be a complex vector) is u(t). We can define the higher-order moment

Mpq as

Mpq = E
[
up−q (u∗)

q]
. (9.1)

Two of the higher-order cumulants are then defined as:

C42 = M42 − |M20|2 − 2 M2
21 (9.2)

and

C63 = M63 − 9 M21 M42 + 12 M3
21 − 3 M20 M43 − 3 M22 M41 + 18 M20 M21 M22. (9.3)

It is claimed in the literature that these two cumulants are effective in distinguishing between

different modulation types. We remain unconvinced about this, however. The articles base these claims

on the use of polynomial supervised learning based on cumulants obtained from clean synthetic data.

In our case we are using unsupervised learning from real, noisy, data. In this case the cumulants are

much less effective and need to be augmented with other measures of the signal. Various features were
considered, in particular the following 13.

1. Center Frequency (Hz)

2. Bandwidth (Hz)

3. C42 (4th order power cumulant)

4. C63 (6th order power cumulant)

5. Transmission length (in seconds)

6. Pdb (2nd order power cumulant)

7. tpk (number of peaks in the time direction)

8. fpk (number of peaks in the frequency direction)

9. Prominence of the major frequency peak

10. Average spacing of the frequency peaks

11. Average spacing of the time peaks

12. Normalized power centroid in the time direction

13. Width in the frequency direction (channels)

In this list the features 3 and 4 are the cumulants described above. The features 7 and 8 are new

ones that were identified as important during the IPSW. The motivation for using these is that many of

the signals observed showed distinct time and frequency peaks as a result of the modulation used. The

number of these peaks could then be determined directly from the spectrogram/FFT. An example of

this can be seen in Figure 9.10 in which we see a signal with one time peak and 5 clear frequency peaks.
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Figure 9.10: Identification of the number of time (tpk) and frequency (fpk) peaks for signal index 93.

9.5.2 Signal classification

Using the features above we could allocate to each signal a 4D vector classifier

C = (C42, C63, tpk, fpk).

The features were then divided into clusters using the dbscvan (density-based spatial clustering of
applications with noise) algorithm in Matlab. According to the Matlab documentation the routine

idx = dbscan(X, epsilon, minpts) partitions observations stored in the n-by-p data matrix X into

clusters using the DBSCAN algorithm. DBSCAN [2] clusters the observations (or points) based on a

neighbourhood search with radius epsilon and a minimum number of neighbours (minpts) required to

identify a core point. The function returns an n-by-1 vector (idx) containing a cluster index for each

observation.

In order to compare the effectiveness of the different classifiers we decided to look at the effects of

two separate clusterings. The first one is based on the identifiers (C42 and C63) and the second one on

the identifiers (tpk and fpk). In each case the algorithm was instructed to divide the signals into four

clusters. The results are displayed in Figures 9.11 and 9.12 with the clusters coloured appropriately.

Note the parabolic form (close to the origin) of the cluster of the cumulants in Figure 9.11. This is

evidence of these signals (coloured blue) being Gaussian noise. The results in Figure 9.12 show a

reasonable separation between different signal types.

We then give each signal a 2D classifier

I = (cc, tf),

which is the combined classifier index from the cumulants and the time-frequency analysis taken

separately. These two indices appear to be independent and give different information about the signal.

Evidence for this is given by plotting one against the other as can be seen in Figure 9.13.
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Figure 9.11: Clustering based on the higher-order cumulants.

Figure 9.12: Clustering based on the time and frequency peaks.

From our study of the actual data the index I appears to provide a useful identification of the

different types of signal and allows new signals to be identified. This is a simple form of hierarchical

clustering.
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Figure 9.13: A comparison of the cumulant classifier with the time-frequency classifier, showing that these two indices are
independent.

9.5.3 The effectiveness of the clustering index I

Using the clustering index I we divided the signals into a number of different clusters. These are

presented in Figures 9.14, 9.15, 9.16, 9.17, and 9.18 below. A visual inspection shows that the index is

doing a good job in both grouping similar signals and separating different signals.

9.6 An auto-encoder approach

Our work during the IPSW also included a direct attempt to classify the signals using an auto-encoder.

Two methods were tried separately using a convolutional auto-encoder on the baseband time-series

data:

1. The first idea was to present all the signals to the encoder and use the latent feature space for

clustering;

2. The second idea is to avoid clustering and instead train the auto-encoder on the full dataset and

then compute the difference between the input and the reconstruction. If the error is large enough

it is “anomalous.”

In the second case the auto-encoder was trained on the whole dataset with a power Pdb index greater

than 40 dBm, then compared with simulated pure white noise. Next a collection of real signals known

to be noisy was used for training and the rest were used for testing.

The results of this particular piece of work were inconclusive during the workshop but this was

mainly due to time limitations. A full machine learning approach is likely to be more successful if one

has more time to train the network and more careful classifiers.

Figures 9.20, 9.21, and 9.22 show the process of separating those signals using a parallel coordinates

plot.
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Figure 9.14: Cluster 1: I = (2, 4).

Figure 9.15: Cluster 2: I = (2, 2).
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Figure 9.16: Cluster 3: I = (1, 3).

Figure 9.17: Cluster 4: I = (1, 4).

9.7 Conclusions

Building on the unsupervised detection, it was found that cumulants C42 and C63 (when taken alone)

were insufficient to cluster incoming RFI signals. This is in contrast to other researchers’ claims that

cumulants are sufficient. This claim, however, was based on supervised learning algorithms using

synthetic data and not unsupervised learning on real data.
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Figure 9.18: Cluster 5: I = (1, 1).

Figure 9.19: Auto-encoder training data.
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Figure 9.20: Auto-encoder full data.

Figure 9.21: Auto-encoder training data.
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Figure 9.22: Auto-encoder testing data.

On the other hand, when the cumulants for each signal were combined with the extra information of

the number of peaks in the time domain and the frequency domain, the resulting index I was sufficient

to classify the incoming signals.

When tested on a subsequent dataset, this scheme detected a new cluster providing some confidence
as to its future capability.

Future work naturally should include a full machine learning approach to classify the different

signals. The index I above should then be used both to train the neural network (in terms of the clear

classification label that it gives to each signal) and to benchmark the results of the machine learning

algorithm.
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