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Citation suggérée: Camby, Eglantine; Caporossi, Gilles; Perron, Sylvain
(Février 2018). A parallel algorithm using VNS with shared memory
and message passing interface for community detection in complex
networks, Rapport technique, Les Cahiers du GERAD G-2018-04,
GERAD, HEC Montréal, Canada.
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Abstract: For the last decades, community detection is a well-studied problem because it has applications
in various fields. Variable Neighborhood Search (VNS) is an efficient metaheuristic for solving combinatorial
optimization problems. Naturally, it has been applied to community detection in networks. If parallel
algorithms exist for finding communities in networks and parallel implementations of VNS are designed for
a variety of problems, parallel VNS was not yet used for community detection. For this problem, we present
a parallel algorithm using VNS with shared memory and message passing interface. Numerical results are
encouraging.

Keywords: Parallel algorithm, variable neighborhood search, community detection and complex networks
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1 Introduction

Community detection has been intensively studied in the last decades, regardless of the kind of networks:

the Internet, email networks, citation networks, the world wide web, software call graphs, transportation

networks, food webs, and social and biochemical networks [2, 6, 16, 17, 30, 32, 43]. In this paper, we investigate

the community detection in complex networks. This problem has been receiving a lot of attention [4, 13, 18,

22, 27, 31, 33, 38, 39, 40]. To learn more on the topic, we invite the reader to overview the survey conducted

by Fortunato [18].

A complex network is based on a graph G = (V,E) where V is the vertex (or node) set and E is the

edge (or arc) set. Usually, nodes represent people, articles, emails, molecules, . . . , objects in the network,

depending on its nature. Moreover, edges correspond to relations between some objects. A feasible solution

in community detection is a partition P = (Ci)
k
i=1 of the vertex set, i.e.,

k⋃
i=1

Ci = V and Ci ∩ Cj = ∅ ∀i, j.

We said that each Ci is a cluster, and corresponds to a community.

There is no unique definition for the concept of community in networks. Indeed, a community can be

defined by a property, like the community in a weak or strong sense [39], or by optimizing a specific function:

for instance, edge ratio [11], normalized cut [28] or modularity [36].

The latter is likely the well-known standard measure in community detection. The modularity of a

cluster compares the number of edges inside a cluster with the expected number of edges in the cluster if the

network were random with the same number of vertices and where each vertex keeps its degree, but edges are

randomly attached. The modularity of a partition is the sum of modularities of its clusters. More formally,

an equivalent definition of the modularity for a partition P is as follows:

1

2m

∑
C∈P

∑
i,j∈C

(
Ai,j −

didj
2m

)
,

where m is the number of edges, A is the adjacency matrix and di is the degree of the vertex i. Networks

with high modularity have dense connections between vertices within clusters but sparse connections between

vertex in distinct clusters. However, this measure has a resolution limit [19]: two clusters with all possible

edges inside and weakly interconnected would be merged by modularity optimization if the network were

sufficiently large whereas complete graphs represent the best identifiable communities. For this reason,

optimizing modularity in large networks would fail to resolve small communities, even when they are well

defined. This bias [25] is inevitable for modularity optimization. In spite of its lack of resolution, modularity

remains the reference in terms of community detection.

Several authors [3, 7, 9, 11, 13, 22, 27, 31, 33, 38, 40, 41] proposed different kinds of algorithms for

the community detection problem, according to their proper definition of community. Using the Variable

Neighborhood Search (VNS) [12, 24, 29], Aloise, et al. [3] designed a successful algorithm for this problem.

However, to the best of our knowledge, no parallel VNS implementation was proposed for community detection

in networks, even if parallel VNS was already used for data clustering [14, 21, 37] or other combinatorial

optimization problems [15]. Moreover, even if parallel algorithms [5, 20, 42] were designed for the community

detection problem, none of them implements VNS and the goal of this paper is to fill this gap.

The paper is organized as follows. In the next section, we describe the parallel algorithm which uses

the Variable Neighborhood Search approach. In Section 3, we explain how the parallelization works on the

algorithm while numerical results are presented in Section 4. Finally, the last section concludes the paper

with some further remarks.
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2 Algorithm

The present algorithm is based on the Variable Neighborhood Search (VNS) approach. VNS [24, 29] is a

metaheuristic method for solving combinatorial optimization and global optimization problems. This method

has two main steps : finding a local optimum according to transformations and perturbating the neighborhood

to get out the corresponding valley. We use a routine called Variable Neighborhood Descent (V ND) for the

first part of the algorithm, and a perturbation scheme called PERTURB for the second part. As it is often

the case in combinatorial optimization, both the V ND and PERTURB algorithms are based upon the

concept of neighborhood which is defined as follows :

Definition 1 The neighborhood N t(S) of the solution S with regard to the transformation t is the set of

solutions that may be obtained from S by applying t.

By abuse of language, we use equivalently words neighborhood and transformation since they are closely

related.

In the context of community detection, the following neighborhoods (or transformations) were used :

• Move one node from its cluster to another cluster from its neighbors.

• Merge two clusters into a single one.

• Split one cluster into two new ones.

• Redispatch two clusters, i.e., merge two clusters sharing at least one edge and split the newly formed

cluster.

Note that if the move transformation could theoretically allow any solution to be reached from any other

solution, this would likely be very time consuming since each step only involves a very small transformation

of the solution. The other transformations have a more important impact on the solution but none of them

could be used alone to find the best solution. Indeed, the merge transformation reduces the number of

clusters by 1, the split one increases this number by 1 and redispatch, which is a combination of both, keeps

the number of clusters. An efficient algorithm for finding a good solution would likely need more than one

of those transformations.

If move and merge are straightforward to explore and require few CPU time at each step, split and

redispatch require a combinatorial optimization problem to be solved, which is not efficient in practice. For

this reason, it was decided that a heuristic is applied. Namely, the split part is done by (i) choosing one edge

whose extremities n1 and n2 are both in the concerned cluster c, (ii) assigning n1 to cluster c1 and n2 to
cluster c2, then (iii) assigning each node n of c to c1 or c2 depending if n is closer to n1 or n2 (and randomly

in case of ties).

2.1 Variable Neighborhood Descent

First of all, we define Algorithm 1 to obtain a local search associated to one transformation. The goal of this

routine is successively to apply a transformation t in order to improve the current solution.

Algorithm 1: LocalSearch
Input: S an initial partition of V
Input: N t a given transformation
Output: S? a local optimum according to N t

Let imp← true
Let S? ← S
while imp = true do

imp← false
for each S′ ∈ N t(S?) do

if S′ better than S? then
S? ← S′

imp← true.

return S?
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The Variable Neighborhood Descent is described from [12] by Algorithm 2. It relies upon a series of local

search algorithms that are applied sequentially until none of them improves the solution.

Algorithm 2: VND
Input: S an initial partition of V
Input: N t given transformations for t = 1, . . . , T
Output: S? a local optimum according to N t, t = 1, . . . , T
Let imp← true
Let S? ← S
while imp = true do

imp← false
for t = 1, . . . , T do

S′ ← LocalSearch(S?,N t)
if S′ better than S? then

S? ← S′

imp← true

return S?

2.2 Perturbation scheme

According to the VNS rules, a perturbation should have a magnitude corresponding to the value of a param-

eter k. Algorithm 3 illustrates the magnitude of the perturbation.

Algorithm 3: PERTURB(k)

Input: k the magnitude of the perturbation
Input: S an initial partition of V
Output: S? the resulting partition from S after the perturbation of magnitude k
Let S? ← S
repete k times

Randomly apply to S? redispatch to two clusters sharing at least one edge.

return S?

2.3 The Variable Neighborhood Search algorithm

The main routine is based upon the Variable Neighborhood Search [12] which is described by Algorithm 4.

After VND was applied, one could just expect a local optimum to be found. Improving further to better

Algorithm 4: VNS
Input: S an initial partition of V
Input: kmax the maximum value of the magnitude
Output: S? a local optimum
Let S? ← S
Let k ← 1
repete

S′ ← PERTURB(S?, k),
S′′ ← V ND(S′).
if S′′ better than S? then

S? ← S′′,
k ← 1.

else
k ← k + 1.
if k > kmax then

let k ← 1.

until stopping condition;
return S?.

solutions thus implies to leave the current local optimum. The VNS algorithm then suggests to apply a

perturbation (i.e., to shake the solution). At first, a small perturbation is applied, and if improving the



4 G–2018–04 Les Cahiers du GERAD

solution was not observed after a subsequent VND, the magnitude of that perturbation is increased. Since

applying a perturbation that is too large would destroy the structure of the current solution, the maximum

magnitude of a perturbation should be limited. Otherwise, the perturbation would behave like a random

solution which implies a waste of time before getting again to a reasonable quality solution.

3 Parallel implementation

Foremost, notice that the stopping cirterion is the CPU time. Then, parallelization may occur at two different

places in the VNS algorithm and each of them involves a completely different underlying principle.

(a) VND Parallelization: The VND routine involves a list of neighborhoods to use for the local search.

Again, these searches may be done simultaneously. With no need to wait for one local search to finish

before trying another one may improve the efficiency of the algorithm. This parallelization clearly

involves a collaborative search in order to improve a single current solution.

(b) VNS Parallelization: The main loop of Algorithm 4 (repete until stopping criterion) is achieved

successively for various perturbed solutions. It is easy to apply more than a single search at each time,

which may also improve the overall efficiency of the algorithm. The goal of this parallelization is to

search various regions of the solution space.

According to the goal associated to each of the parallelizations, it was decided that the different threads

involved in the VND parallelization (a) work on a single solution and therefore use shared memory on the

same computer to reduce the communication delay over the network. On the reverse, the VNS parallelization

(b) involves few communication as only the best known solution needs to be shared between successive VND

searches. Shared memory would not help much in this context and an Message Passing Interface (MPI)

implementation was chosen, which allows the use of various computers in a network.

While no synchronization is required for the VNS parallelization, the situation is clearly different for the

VND. Namely, the various local searches involved in VND do not require the same time to be achieved and

we want that these searches are collaborative, i.e., when one local search modifies the current solution, then

all the others should benefit from this improvement. For this reason, it was decided to randomize these local

searches by applying them to a random node in the case of move or to random clusters in cases of split, merge

or redispatch. In all cases, it is difficult to know whether a local optimum was found or not. Accordingly,

a threshold time is used. Each local search is then applied for a certain amount of time after which the

obtained solution is compared to the best known solution.

The initial solution used for the tests yields
√
n clusters, where n is the total number of nodes in the

network. Technically, one node is chosen at random for each cluster and the other nodes are assigned to the

closest cluster according to the geodesic distance.

4 Numerical results

The algorithm was applied to the modularity maximization problem [36], even if no routine of the algorithm

is specifically designed for this problem. One should then expect that other heuristics may perform better

in this special case. However, the main goal of this paper is not to propose a specific algorithm for mod-

ularity maximization, but to test the efficiency of the parallelization for the VNS algorithm in the context

of community detection in networks. Instead of our local searches, local searches specific for the modularity

optimization may be applied, for instance LPAm [7], LPAm+ [26], or Blondel [9].

All the tests were done on computers equipped with i7-3930K/3.2GHz processors with 32 Gb RAM running

linux except tests on 3 computers for which the third computer was equipped with a Xeon W3690/3.47GHz

processor and 24Gb RAM. All the tests were applied with a threshold time of 1
12 of the CPU time allowed to

each process, so that even in the sequential treatment, each transformation used is applied at least 3 times.
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4.1 Sequential treatments

In order to ensure the efficiency of the parallel algorithm, all the sequential variants of the VND were

implemented and ran 5 times on one dataset (email [23]) which is neither large nor easy. As such, it is a

good candidate for evaluating the performance of the algorithm.

The average results for each combination are presented on Table 1 (k represents the move transformation,

r redispatch, s split and m merge). The column sequence indicates the transformations used and the order in

which they were applied. The column avg Q indicates the average modularity of the obtained solutions and

the column avg M gives the average number of the resulting clusters.

Table 1: Results obtained on the email dataset according to the specific sequence of transformations.

Sequence Avg Q Avg M Sequence Avg Q Avg M

krms 0.5331144 21.4 rkms 0.5570734 35
krsm 0.5436980 21.6 rksm 0.5583908 34.6
kmrs 0.5259654 20.6 rmks 0.5618820 34.6
kmsr 0.5344604 20 rmsk 0.5601560 35
ksrm 0.5385528 21.2 rskm 0.5599074 35
ksmr 0.5429212 19.8 rsmk 0.5582694 34.6

mkrs 0.3336808 7.6 skrm 0.3100030 66.4
mksr 0.3482818 7.4 skmr 0.3029860 67.6
mrks 0.3595042 7.6 srkm 0.3065090 68.6
mrsk 0.3738932 7.4 srmk 0.2872020 67
mskr 0.3663708 7.8 smkr 0.3087834 66.4
msrk 0.3305418 7.4 smrk 0.3012088 64.2

krm 0.5394936 21 rkm 0.5611878 35
krs 0.5367700 21.6 rks 0.5585546 35
kmr 0.5330780 21.4 rmk 0.5604382 35
kms 0.5374776 19.8 rms 0.5584852 35
ksr 0.5415092 21.6 rsk 0.5597448 35
ksm 0.5437150 20.4 rsm 0.5580760 34.6

mkr 0.3485654 7.4 skr 0.3062478 67.4
mks 0.3480930 7.6 skm 0.3114778 66.8
mrk 0.3492632 7.4 srk 0.2933530 68.8
mrs 0.3590250 6.8 srm 0.3118240 67.8
msk 0.3528762 7.4 smk 0.3064486 68.2
msr 0.3231858 6.8 smr 0.2976148 71.8

kr 0.5302394 21.4 rk 0.5592488 34.6
km 0.5268996 22.8 rm 0.5613172 35
ks 0.5403116 21.2 rs 0.5596802 34.6

mk 0.3332574 6.2 sk 0.2992462 71
mr 0.3523118 7.4 sm 0.2941366 69.8
ms 0.3521740 7.4 sr 0.2971450 67.4

k 0.5354100 22.2 r 0.5590738 35
m 0.3419090 7.2 s 0.3056708 65

It is clear from Table 1 that the sequence has a significant impact on the obtained solution. For instance,

the sequences starting by the split transformation have poor results and a large number of clusters. On

the reverse, those starting by the merge transformation have less clusters, with poor results also. The best

solutions are obtained by sequences starting by the redispatch transformation slightly followed by sequences

starting by the move transformation. We notice that from the 320 runs achieved for these tests, no solution

with a modularity higher than 0.569 was found.

4.2 Parallel treatments

Various configurations were tested involving 1, 2 or 3 workers (i.e., different machines connected through

MPI) for the VNS parallelization, each worker running on 4 or 8 threads for the VND collaborative with

shared memory parallelization. The allowed CPU time was divided by the total number of threads running
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to solve the problem. For example, in the case of the email dataset, 180 seconds were allowed, which means

that if the test was achieved on 3 workers with 8 threads each, the CPU time for each job was limited to

7.5 seconds. In all cases, a separate machine running a single thread was used for synchronization purpose,

i.e., sending and receiving the best known solution to share through the message passing interface. Each

configuration was tested 10 times on different classical networks from the literature. A first set of instances

consists in moderate-size networks which were run for 180 seconds, and another set consists in larger-size

networks that were run for 900 seconds. Table 2 and Table 3 present results from these tests. Observe that

avg Q is the average of the modularity and avg M is the average of the number of clusters. Moreover, the

time column indicates the real time needed for the optimization, i.e., total CPU time divided by the total

number of threads.

We first notice that, looking at results from the email dataset, the worst obtained solution from all the

parallel runs has a modularity above 0.573, which is larger than the best from all the sequential runs (0.569),

even if the cumulative CPU time was larger in this last case (240 seconds vs 180 seconds).

Table 2: Results obtained on moderate-size networks according to the parallelization strategy with a cumulative CPU time limited
to 180 seconds. The value Avg Q indicated on the first line is that of Aloise et al. [3] (180 seconds CPU time).

Networks # Nodes # Arcs # Workers # Threads Avg Q Avg M Time

email 1 133 5 451 – – 0.582636 – –
1 4 0.576820 11.2 45
1 8 0.577795 11.1 22.5
2 4 0.579675 11.2 22.5
2 8 0.577207 11.5 11.25
3 4 0.580178 11 15
3 8 0.578341 10.8 7.5

polblogs [1] 1 490 16 715 – – 0.427105 – –
1 4 0.427079 12 45
1 8 0.427071 12.1 22.5
2 4 0.427085 12 22.5
2 8 0.427071 12 11.25
3 4 0.427084 12 15
3 8 0.427079 12 7.5

netscience [35] 1 589 2 742 – – 0.95990 – –
1 4 0.959799 279 45
1 8 0.959749 279 22.5
2 4 0.959774 279 22.5
2 8 0.959824 279 11.25
3 4 0.959850 279 15
3 8 0.959875 279 7.5

power [44] 4 941 6 594 – – 0.940776 – –
1 4 0.940548 42.1 45
1 8 0.940741 41.8 22.5
2 4 0.940692 41.8 22.5
2 8 0.940715 41.8 11.25
3 4 0.940665 42.3 15
3 8 0.940545 42.5 7.5

Results from Table 2 and Table 3 show rather stable. However, for large-size networks (see Table 3), the

best values are mainly obtained when 4 threads are running on each worker. The quality of the obtained

solutions are slightly worse when the number of threads and workers increases, which is not surprising since

the total CPU time is split into the various simultaneous processes. Similar results then imply a direct

proportion of the number of threads and the speed of the optimization, which corresponds to a very small

overhead associated to the parallelization (except the extra worker assigned to the synchronization).

Our results are encouraging, looking on the time column in comparison to the regular VNS implementation

designed by Aloise et al. [3]. Most of the time, the results are the same, even if the algorithm in the present

paper is not designed specially for modularity maximization while the former used LPAM+[26] which is

obviously designed toward the modularity maximization.
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Table 3: Results obtained on large-size networks according to the parallelization strategy, with a cumulative CPU time limited to
900 seconds. The value Avg Q indicated on the first line is that of Aloise et al. [3] (1800 seconds CPU time).

Problem Nodes Arcs Workers Threads Avg Q Avg M Time

erdos02 [8] 6 927 11 850 – – – – –
1 4 0.711715 38.6 225
1 8 0.709719 38.9 112.5
2 4 0.712448 39.1 112.5
2 8 0.694226 70.4 56.25
3 4 0.711166 40.1 75
3 8 0.674474 80.7 37.5

hep-th [34] 8 361 15 751 – – 0.857601 – –
1 4 0.853785 627.7 225
1 8 0.852821 627.2 112.5
2 4 0.853874 626.7 112.5
2 8 0.812360 906.7 56.25
3 4 0.853320 627 75
3 8 0.770900 1200.2 37.5

pgp [10] 10 680 24 316 – – 0.885989 – –
1 4 0.884249 105.2 225
1 8 0.877263 124.6 112.5
2 4 0.884197 106.5 112.5
2 8 0.857665 121.8 56.25
3 4 0.883078 104.2 75
3 8 0.846114 107.7 37.5

5 Conclusion and future works

The proposed parallel algorithm seems to scale rather well, with a very small overhead due to the paralleliza-

tion. There are some explanations for that performance.

First, the VND parallelization corresponds to a collaboration between various complementary transfor-

mations to be used in the local searches. As soon as one of these transformations improves the solution, the

others take advantage of this improvement. Depending on the network or the current solution, one transfor-

mation or another may be needed. By allowing all the transformation to work simultaneously, the program

avoids the waste of time due to the tentative to apply a useless transformation. The same principle holds for

the VNS parallelization. When working on various zones of the solution space simultaneously, the impact of

a search in a bad region is shared by all the workers and the overall performance is increased.

Some further tests deserve to be achieved in order to know until which point the parallelization is worth.

Even if it patently helps, the gain obtained by parallelization seems to slightly decrease with the number of

workers and threads. An interesting issue to explore in the future is the design of transformations that are

well suited to collaborate.

Compared to the VNS implementation of Aloise et al., the results are impressive given the difference in

the resolution time. Furthermore, in their paper, Aloise et al. propose a decomposition scheme and use a

local search dedicated to the problem that were not implemented here.

We notice that both the VND and VNS parallel implementations respectively using shared memory and

MPI are efficient as well as their combination. Parallelization is clearly a direction for future research both

on the use of VNS and for community detection.
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